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The Impact of Point-to-Multipoint Traffic
Concentration on Multirate

Networks Design
Aref Meddeb, Member, IEEE, André Girard, and Catherine Rosenberg, Senior Member, IEEE

Abstract—We consider the problem of multirate network design
with point-to-multipoint communications. We give a mathematical
formulation for this problem. Using approximations, we show that
traffic concentration on a small number of links significantly re-
duces the cost of the network. We then propose a heuristic based
on the traffic concentration principle to solve the network design
problem approximately. Because this heuristic no longer requires
advanced knowledge of demand matrices, we explain how it can
be used as the basis for real-time design procedures. By means of
numerical results, we show that this heuristic yields nearly optimal
solutions.

Index Terms—ATM, IP, multicast, network design, routing,
traffic concentration, trees.

I. INTRODUCTION

I N THE LAST decade, a wide variety of new applications
has emerged, such as multimedia broadcasting, video con-

ferencing, distant learning, video on demand, etc. All these ap-
plications require multicasting and the need for multipoint com-
munications is increasing rapidly both in the Internet and in
ATM networks.

The Multicast backbone (Mbone [1]) which was first intro-
duced as an experimental backbone network to provide multi-
casting on top of the Internet is now widely used and is seem-
ingly here to stay. Both the ATM Forum [2] and the International
Telecommunication Union-Telecommunication (ITU-T ) stan-
dardization sector [8] have introduced specifications for multi-
point communications support.

Given the growing demand for multipoint communication
services, the revenue generated by such connections is expected
to become very important. Because of the large number and
the diversity of resources that they require, Internet service
providers (ISPs) will need to adapt the structure of their network
and their connection procedures to the very different nature of
multipoint connections. Unless they do so, the performance
could turn out to be very poor and the revenue correspondingly
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small. Just as for point-to-point networks [5], [4], [9], the
networks and the real-time connection procedures should be
designed keeping in mind the overall network performance
and not simply from arbitrary rules applied to each connection
independently of each other.

This paper describes techniques that might be useful to an ISP
to build a minimum cost network that supports multicast. We
assume that the service provider can lease capacity from some
network provider in any required amount, e.g., in the form of
ATM virtual paths (VPs). We do not consider the provisioning
problem for the network provider since this is generally based
more on marketing considerations than traffic. Also, the pro-
visioning of real transmission systems, such as fiber optics, is
done in bundles of large capacity, typically some number of
optical channels and requires other models and solution tech-
niques. As a consequence, we assume that switches are con-
nected by bidirectional logical links such as VPs. In this paper,
we consider only point-to-multipoint connections and we as-
sume that a full multipoint connection can be realized by a set
of point-to-multipoint connections as specified in [2]. Our ob-
jective here is to optimize the link capacities and the routing of
connections in a given network.

For multipoint communications, four features stand out as im-
portant differences with point-to-point communications: 1) for
a given multipoint connection, the resources of this connection
are shared by more than two users; 2) members may join or
leave a connection dynamically and independently from each
other at any time during the communication’s lifetime; 3) not
all the participants need to be present at connection set up; and
4) most multipoint connections require a guaranteed quality of
service (QoS) expressed as the packet (or cell) delay, loss, or
jitter that may differ from one user of the connection to another
(e.g., video conferencing and multimedia broadcasting where
users use terminals with different speeds). It should then be no
surprise that the efficient routing of multipoint connections will
be substantially more difficult than for point-to-point calls.

In the case of point-to-point, there is an obviously good
choice for the path connecting a given origin–destination pair.
In a well-designed network, it is known that the direct link [3]
carries most of the traffic. When this is not available, alternate
paths can be used but they should be kept short since long paths
are inherently inefficient [7], [9].

One specific difficulty is that, in the case of multipoint con-
nections, there is no obviously good choice of tree that could
carry most of the traffic. In [6], it was conjectured that small
trees (in terms of number of links) such as spanning trees might
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be the obvious choice, but as we will see in this paper, this is
not true in general. In other words, we currently do not have an
intuitive understanding of what constitutes a good routing in a
multipoint network, at least with respect to the global network
performance.

The paper is organized in two main parts, one based on the
results of [15] and the other presenting new results. We describe
the general framework of the model and formulate the network
design problem in Section II. Then, in Section III, we explain the
traffic concentration principle and we introduce the tree selec-
tion heuristic and in Section III-D, we give numerical results to
test the validity of this heuristic and to illustrate the significant
impact of traffic concentration on the cost of the network. New
results are presented in Section IV, where we discuss how the
solution of the dimensioning problem has to be modified to be
able to accommodate unforeseen changes in the traffic demands.
This also gives a measurement-based algorithm that no longer
needs the explicit knowledge of demand matrices. Numerical
results are presented to evaluate the merit of this approach. Fi-
nally, conclusions are presented in Section V.

II. NETWORK DESIGN PROBLEM

In this section, we formalize the discussion above, define no-
tation, and state the mathematical model for the network design.
Many multipoint communications of the future will likely have
stringent QoS requirements at the packet or cell level. This can
be achieved only by controlling both the access to the network
and the allocation of resources to connections. This is much
easier for some form of connection-oriented network and this
is the assumption that we make here. The model we propose
subsumes multirate circuit switched services, applies to ATM
networks [6] through the equivalent bandwidth concept [8], and
may also be relevant for IP-based networks using flow labeling
[16] or resource reservation [17].

We also assume that we have some knowledge of the demands
that will be made over some suitably long periods. More specif-
ically, new connection requests arrive at random and the mem-
bers of the group in a connection are known at the time of arrival.
The connection is set up only ifall destination switches can be
reached. Also, we know in advance therateat which each con-
nectiontypearrives, where a type is defined by the source and
destinations.

For each call type, we have a candidate set of trees on which to
route the connections as described in [6]. We associate a proba-
bility to each tree in the candidate set. When a call request of that
type is received, one of the trees is chosen randomly according
to these probabilities and if the connection is not possible, the
call is lost. This is not as efficient as other routing techniques
such as alternate routing but we consider load sharing here be-
cause of its theoretical interest and tractability and because it
can be used as the basis for more efficient real-time adaptive
methods. The network design problem can be formulated as fol-
lows:

For a given set of source-destinations sets and their cor-
responding traffic demands, find the set of trees, link ca-
pacities , and the routing that maximize the net value
of the network.

A. Model Assumptions

This paper addresses the design of the backbone network
where we are given a set of nodes where each node repre-
sents a multicast switch. All the switches have a multicast capa-
bility so that during the lifetime of a connection,only one copy
of a data unit has to be sent to the end switches, regardless of
the number of users present as long as there is at least one user
connected to a given end switch and we can ignore the dynamic
join and leave of group members.

There are classes of calls where each classhas traffic
descriptors used to compute the equivalent bandwidth of
each connection of that class. We denote the vector of equiva-
lent bandwidths by . We use the same bandwidth for all the
links involved in the connection setup for classbut different
bandwidths, as in the case of effective bandwidth for ATM con-
nections, can be easily handled by the model described in Sec-
tion II-B.

There are typesof calls, each one corresponding to a source
nodeand afixed set of destination nodes. We also know the
generalizedtraffic demand that represents the ratio of the
arrival rate to the service rate for calls of typeand class and
we assume that the arrival process for new calls is Poisson. In
practice, it would be difficult to know these traffic demands but
we make this assumption to make the problem tractable. One
of the main results of Section IV-B is to provide a technique
for updating the network links without having to know these
matrices.

Finally, we are given , the revenue produced by a con-
nection of type and class . Typically, could depend on
the number of destinations involved in call type, on the geo-
graphical distance spanned by these destinations and also on the
bandwidth . The special case is equiv-
alent to maximizing the network throughput. Here, the revenue
generated by a network is the sum of the revenues produced by
all accepted connections.

For each call type of class , we define as the can-
didate set of trees available to make the connections. In theory,
this should be the set of all Steiner trees spanning the origin and
destinations and this set can be very large for a given network.
We also define as the number of trees in
and as the set of all candidate trees. We denote
the th tree belonging to by .

We also define theload-sharing coefficients as the
fraction of calls of type and class offered to tree [6].
For a given type, a call is accepted only if it can be connected
from the source toall destinations. We make this assumption in
order to simplify the model and it is not difficult to relax it by
assuming that we can accept some calls with connections only
to a given subset of the destination nodes.

B. Call Blocking Evaluation

Before we begin the description of the design algorithm,
we should say a few words about the evaluation of the call
blocking probability, the network performance measure used
in the model. Let be the probability that a call offered
to tree cannot be connected on that tree. We have

where



MEDDEB et al.: MULTIRATE NETWORKS DESIGN 117

is the call connection probability on tree and
is the probability that link is blocked. This is based on the
independence hypothesis [6] for the blocking probabilities of
the links of a tree. There is no proof for this hypothesis, not
even in the point-to-point case, but we must use it to make the
problem tractable.

For a given vector of load-sharing coefficients, the call loss
probability for calls of type of class is given by

(1)

In order to evaluate , we need to compute the link blocking
probabilities which are obtained by solving a system of
nonlinear questions [6], [9]. Here, we assume that

where is given by the Labourdette approxi-
mation [11] and is the vector of total traffic offered to link

[6]. Given the independence hypothesis, we can compute the
by the same method even if the effective bandwidths of

a given class are different on different links since de-
pends only on the traffic vector and the capacity of link.

C. Optimization Model

The routing and dimensioning optimization can be written as

(2)

(3)

(4)

(5)

where the objective function given by (2) represents the net
value of the network: this is the difference between the cost of
the network and the revenue generated by the connections.
is the capacity installed on linkand the constant gives the
cost of one unit of capacity. Recall that we assumed that the
capacities could be rented in any amount required so that the
variables are continuous. In the remainder of the paper, we will
assume that (we assume that the links are of the
same type, fiber for example). is the maximum call loss
probability for call type and class and defines the grade of
service (GoS) for the network.1

D. Exact Solution

An appropriate method to solve problem (2)–(5) exactly on
the full set of paths would be to use the gradient projection
with column generation as described in [13] and [15]. Because
of the complexity of the tree selection problem, however, this
method yields a very complex algorithm which cannot be used
for any network of realistic size [13].

1For convenience, we use the term QoS for the measures of quality that apply
to cells or packets such as delay, loss, jitter. GoS applies to connections and here
is simply the probability that a connection will be rejected.

The obvious solution is then to limit from the outset the set
to some suitably chosen subset of trees.

The results of [6], [14] then raise the important question of
how to select the candidate set of trees that are made
available to connect the multipoint calls. This we call thetree
selectionproblem. The actualchoiceof trees will be a result of
the optimization through the values of the variables and
this in turn will depend on the linkdimensioning, also a result
of the optimization. This is why we now restate problem (2)–(5)
as

where we have added the setas another decision variable.
Considering the importance of selecting good trees for networks
of reasonable size, we propose in this paper a heuristic to select
a nearly optimal set in the context of network design. This
heuristic is based on the traffic concentration principle described
in [14].

III. T RAFFIC CONCENTRATION

For the network design problem, in all the numerical exam-
ples we have considered (about 50), we systematically found
that at the optimal solution,a single tree carries all the traffic
of a given call typeand that the trees that carry the traffic of the
different call types havemany links in common[13]–[15]. We
also found that the more we reduce the number of links in the
network, the more the cost of the network is reduced. This re-
sult is not surprising and it is due to a very well known result:
systems with large capacities have better marginal performance
than systems with small capacities. Hence, traffic concentration
covers two aspects.

1) The network should have as few links as possible.
2) Links should be able to carry as much traffic as possible.

In the multiclass case, we expect that traffic concentration will
be economical in the asymptotic regime of large traffic and ca-
pacity where we know that multiclass calls behave as if the cir-
cuits are seized and liberated independently [11].

The conclusions given above are based solely on the traffic
i.e., we assume that the cost is a linear function of capacity and
therefore, we ignored this function in our discussion. In gen-
eral, this function is concave which further increases the savings
made by traffic concentration.

Finally, for networks with low value of GoS (less than 1%
call loss probability), traffic concentration minimizes the cost
of the network while it almost does not affect the revenue. In
fact, when we optimize the dimensioning of the network, the
call loss probabilities satisfy the GoS constraints and therefore,
when , the revenue generated by the connections is
almost constant, whatever the selected trees (numerical results
also confirm this statement (see Section III-D).
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A. Tree Selection Heuristic

Since we know that the solution is on a single tree, we now
describe a heuristic algorithm [15] for selecting trees based on
the principle of traffic concentration where: 1) we concentrate
the traffic on a small number of links and 2) we install the ca-
pacity on the links that can carry as much traffic as possible.

Traffic concentration is done in two steps. The first is a global
concentration where we consider all the call types simultane-
ously and where we want to make the trees generated for all the
call types share as many links as possible. In the second step,
we consider each type individually in order to have more traffic
concentration where we want each tree of a given call type to
use as few links as possible (see Section III-C).

B. Global Traffic Concentration

The global traffic concentration is performed by the following
algorithm.

• For each call type and class , construct , the set
of nodes participating in this connection (source and des-
tinations).

• For each call type and class, construct the set of
all the two-way links between all pairs of source and
destination nodes of type. If calls of type and class
are connected using a tree composed of links exclusively
in , then we have a spanning tree for that call type.

• Construct an arc-type incidence matrix

if link
otherwise.

(6)

• Compute , the total band-
width requested between the two end-points of the link,
for each link .

• Using as link lengths, construct a maximum spanning
tree over all call types.

• For each call type, construct the subtree connecting the
destination and origin nodes. This is the tree that will be
used to connect the calls.

The result given by this algorithm is a tree spanning all the
nodes involved in at least one call type. For each call type, we
have a subtree that uses exclusively links found in the tree. Once
we have selected the trees, we optimize the link capacities using
the dimensioning algorithm of [14].

We select the links with the largest values ofwhich tends to
minimize the number of links and thus maximize the traffic con-
centration. Based on the results of [15], we then expect to have a
Nearly Optimal Tree Network(NOTN). In practice, the optimal
network may not be a tree, especially when we have point-to-
point call types (see Section III-C), but when we have exclu-
sively point-to-multipoint call types, numerical results show that
often, a tree network is optimal.

Since the network is a tree, its reliability is very low. Never-
theless, this is not a problem if we consider a network of logical
links (ATM VPs). In case of a physical link failure, the VPs can
be rerouted transparently over other physical links. Moreover, as
we will see in Section III-C, when we have both point-to-point
and point-to-multipoint calls in the network, the optimal net-
work topology is not necessarily a tree. (The problem of network

Fig. 1. Using links in the NOTN versus the direct link.

reliability with multipoint communications is an open issue and
is outside the scope of this paper.)

Finally, the global traffic concentration algorithm can pro-
duce more than one solution since there can be different max-
imum spanning trees depending on the order in which the links
are considered in the tree generation algorithm. This introduces
some flexibility in choosing the network topology. For example,
while keeping optimality, we can reduce the degree of the nodes
in order to minimize the number of copies generated by the
switches or reduce the number of links in the branches of the
tree in order to reduce the data units delivery delay from the
source to the destinations.

C. Individual Traffic Concentration

When the algorithm described in Section III-B is used, asmall
numberof call types are sometimes routed over large Steiner
trees that do not use many of the links in , with a resulting
high network cost. To avoid these rather rare occurrences, we in-
troduce the notion ofindividual traffic concentration. Basically,
we keep the links of the NOTN and add some links to this net-
work so that it becomes possible to generate asmalltree foreach
call type. This often has to be done only for a small number of
call types and the additional savings is rather small compared
to the savings that were already made by means of the global
traffic concentration.

The individual traffic concentration is more likely to be re-
quired for the call types that have a small number of destination
nodes. A typical case is that of point-to-point calls. Assume that
we have a network with many point-to-multipoint connections
and a small number of point-to-point connections. If we use
only the global traffic concentration, in the resulting tree net-
work, some point-to-point connections may have to use paths
involving several links which is likely to be costly in terms of
capacity. A significant cost reduction can be realized if we use
the direct link instead of using those several links.

An example is depicted in Fig. 1 where we have two cases.
One case is where we use three links, , and , to connect
point-to-point calls of type from node to node (links

, and are within the NOTN). In the other case, we use the
direct link (link corresponds to link and is assumed
not to be in the NOTN). The cost of the network is reduced by
using the direct link in the case where

(7)

where the primed variables correspond to the case where the
traffic from to is sent over the direct link, instead of the
path composed of links and . Inequality (7) is likely to
be satisfied if the traffic demand from to is large enough
so that we have . However, if this



MEDDEB et al.: MULTIRATE NETWORKS DESIGN 119

traffic demand is very large, the direct linkis very likely to
be already in the NOTN which means that the individual traffic
concentration is not needed.

Starting from the trees generated over the NOTN (we have
one tree for each call type), the procedure used for the individual
traffic concentration is as follows.

1) For all the unused links, set . Set .
2) , if , stop.
3) If, for call type , the tree generated over the NOTN is

not a spanning tree (i.e., we have a Steiner tree), generate
a maximum spanning tree usingas link lengths for this
call type. Else, go to (2).

4) If, when using the spanning tree for call type, the net
value of the network is improved, replace the Steiner tree
by the spanning tree for call type. Go to (2).

The initial value of can be set to any arbitrary negative value
in order to prioritize the selection of the links already in the
NOTN. Once we have selected the trees, we optimize the link
capacities using the dimensioning algorithm of [14]. The routing
consists of using a single tree (often a tree using exclusively
links of the NOTN) for each point-to-multipoint call and a single
path (often the direct link) for each point-to-point call.

To summarize, dimensioning for point-to-multipoint connec-
tions yields a lightly connected network while dimensioning for
point-to-point connections yields a densely connected network.
If both types of traffic are mixed in the network, the optimal
network topology can have any connectivity between that of a
tree and that of a fully connected network. This depends on the
ratio given by the number of the point-to-point call types to the
number of the point-to-multipoint call types, on the number of
nodes in each call type, on the relative intensity of the traffic
(values of and ) and on the number of call types
overall (see Section III-D.2 for numerical examples).

D. Numerical Results

We now present numerical results to show the impact of
traffic concentration on the network performance and the va-
lidity of the proposed tree selection heuristic. We first evaluate
the savings made by traffic concentration and then study the
effect of the mixture of point-to-point and point-to-multipoint
calls on the optimal topology of the network.

1) Traffic Concentration: In this section, we quantify the ad-
vantage of concentrating the traffic. We choose a star network
as our reference since this is often used in practice because of its
simple structure and compare its cost with that of an optimized
network. To simplify the presentation, we consider a single class
of calls and remove the class index.

We consider the nine-node network depicted in Fig. 2. This
network represents all the possible links between the switches.
Some of them will be allocated a capacity of 0 in the final so-
lution and will not be present in the final network. Data corre-
sponding to the call types are given in Table I. We have
and the were chosen such that each destination produces
one unit of revenue. For each call type, we assume that we use
a star to connect the calls. We then optimize the link capacities
with the algorithm of [14] where we assume that and

Fig. 2. Reference network topology: fully connected nine-node network.

TABLE I
REFERENCEDATA

TABLE II
GoS USING THE TRAFFIC CONCENTRATION ALGORITHM

. The network cost is 50.0, the revenue is 217.8 and
the net value of the network is . Recall that the net
value is defined in (2) as the difference between the rental cost
of VPs and the revenue generated by the carried requests. The
actual values of the end-to-end GoS constraints, denoted, are
shown in Table II.

We now use the algorithm described in Section III-A to opti-
mize the tree selection. The resulting network topology is shown
in Fig. 3. The optimal network is a tree and we can easily find
the subtree used to connect the calls of a given type and the
nodes that should be connected for the considered call type from
Fig. 3. The cost of the network is 34.8, the revenue is 218.5 and
the net value of the network is 183.7. Hence, using the traffic
concentration algorithm, we have reduced the cost of the orig-
inal network by 30% while maintaining the revenue at the same
value. Overall, we increased the net value of the network and
improved the value of the the GoS constraintsas shown in
Table II.

In order to test the “optimality” of the solution of Fig. 3, we
have tried to improve it by exploring its neighborhood. A neigh-
borhood of a solution is obtained by adding or modifying some
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Fig. 3. Optimal network topology using the traffic concentration algorithm.

TABLE III
PERFORMANCE OF THENETWORK WHEN LINK s IS REPLACED BY LINK s

TABLE IV
ADDITIONAL POINT-TO-POINT CALL TYPES[(o, d): (ORIGIN, DESTINATION)]

links to the network. We have noticed that the larger the number
of links modified or added to the NOTN, the higher the cost of
the resulting network and for this reason we have limited the
neighborhood to the modification of a few links only. We can
see from the results in Table III that the networks in the neigh-
borhood are from 0% to 14% more expensive than the NOTN
while they have practically the same revenue and GoS. We can
also see that when we replace linkby link , the cost of the
resulting network increases by which illustrates the
near optimality of traffic concentration. The fact that the best
solution given in Table III is not the original NOTN but has the
same net value suggests that the NOTN might not be far from a
local optimal solution.

2) Mixing Point-to-Multipoint and Point-to-Point Calls:In
this section, we want to evaluate the impact on the optimal
network topology of having point-to-point as well as point-to-
multipoint calls. Also, we want to illustrate the usefulness of
the individual traffic concentration. For this purpose, we intro-
duce ten additional point-to-point call types (see Table IV) while
keeping the point-to-multipoint call types we already introduced
in Table I. We assume that each point-to-point connection gen-
erates one unit of revenue.

Without using individual traffic concentration, we optimize
the tree selection and the network dimensioning. The NOTN

Fig. 4. Topologies with many point-to-point call types, without individual
concentration.

Fig. 5. Topologies with many point-to-point call types, with individual
concentration.

topology is given in Fig. 4 and we see that it has changed com-
pared to the one given in Fig. 3. The cost of the network is now
46.5, the revenue is 257.2 and the net value of the network is
210.7. This is to be compared with the star network dimensioned
for these new traffic values. Traffic concentration manages both
to decrease the network cost from 56 to 46.5 while at the same
time increasing the revenue from 256.7 to 257.2.

Next, we use the individual traffic concentration on that net-
work. The resulting network topology is obtained by adding
three links to the NOTN of Fig. 4 giving the network of 11 links
of Fig. 5. These are the direct links and corre-
sponding to the point-to-point call types 12, 19, and 11, respec-
tively. Hence, the individual traffic concentration was required
only for these three call types. For the other point-to-point call
types, the direct links were already in the NOTN.

The cost of the network is 42.2, the revenue is 257.2 and the
net value of the network is 215.0. Hence, the network cost re-
duction when the individual traffic concentration is used is about
9% compared to the case where we make only the global traffic
concentration. This is summarized in Table V where we can
see that even when we have many point-to-point call types, the
traffic concentration yields a significant network cost reduction
while increasing slightly the revenue.

E. Multiclass Networks

In this section, we evaluate the savings made by the traffic
concentration heuristic on more complex cases. We consider the
ratio of the number of point-to-point to point-to-multipoint call
types, which we define as, the size of the network (number
of nodes), the number of call typesand the number of classes

. As before, we consider a reference case where the calls are
connected by a star. We then defineas the total cost reduction
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TABLE V
NETWORK DESIGN WITH POINT-TO-POINT AND POINT-TO-MULTIPOINT

CALLS. Nr IS THE REFERENCENETWORK, Ng WITH GLOBAL TRAFFIC

CONCENTRATION AND Ni WITH INDIVIDUAL TRAFFIC CONCENTRATION

TABLE VI
% SAVINGS. MIX 1: NO pt-to-pt, ONE PT-TO-MPT. MIX 2: 1 PT-TO-PT AND 2

PT-TO-MPT. MIX 3: 2 PT-TO-PT AND 2 PT-TO-MPT

(in percent) obtained when using the traffic concentration algo-
rithm (global plus individual).

We compare in Table VI the cost of the optimized network
to the cost of the reference network for networks with different
sizes and traffic demand patterns. We can see that traffic concen-
tration yields a significant cost reduction which increases with
the size of the network and we have 45% savings for

and (no point-to-point calls). Also, we can see
that increases when decreases and this is because whenis
small, we make a significant cost reduction by concentrating the
traffic for the large number of point-to-multipoint call types. In
addition, is often larger than 20% except for the cases where
we have many point-to-point calls (and are large) and this,
independently of the size of the network and the number of call
types. In these cases, using the direct link is optimal for most
of the call types, the global traffic concentration does not bring
a significant cost reduction and we have a rather small cost re-
duction by means of the individual traffic concentration. This is
illustrated in Table VI for and and for

and where is about 15%.
Next we consider some nine-node networks with 15 call

types. We give three cases with, respectively one, two, and three
classes. Class 1 has , class 2 has and class
3 has . In each case, we consider two networks with

and . We assume that the point-to-multipoint
traffic requires more bandwidth than the point-to-point traffic
because in practice, point-to-multipoint traffic usually involves
video and multimedia traffic while most of the point-to-point
traffic is data and voice.

As we can see from these results of Table VII, the cost re-
duction with respect to the star network made by traffic concen-
tration is significant also in the multiclass case. In addition, the
cost reduction increases with the bandwidth in the case where

TABLE VII
SAVINGS DUE TO TRAFFIC CONCENTRATION (� IN %) FOR MULTICLASS

NETWORKS

is small which is due to the important savings made by the
global traffic concentration for the large number of high band-
width point-to-multipoint calls.

IV. DIMENSIONING AND REAL-TIME DEMANDS

We have shown that when dimensioning the network for a
single set of point-to-multipoint demands, concentrating the
traffic on a small number of links reduces significantly the cost
of the network. In practice, the actual demands will often differ
from these forecasted values. In that situation, the network
operator can: 1) do nothing; 2) reoptimize the routing; 3)
update the link capacities (since the links are ATM VPs); or 4)
reoptimize both the network topology and the link capacities.
The question is then which of these strategies is best.

In the second case, the network is fixed and we can only
change the call routing to maintain an acceptable performance.
The results of [15] show that this is possible only if we have
a highly connected network in the first place. The question is
then what happens in the case where we have a very lightly con-
nected network (a tree) produced by the dimensioning algorithm
and if we want to reoptimize the routing because of some traffic
change.

When point-to-point traffic shares the same links with
point-to-multipoint traffic, and when both types of traffic have
comparable bandwidth requirements, the network topology is
rather highly connected and routing changes can be made to
adapt to the changed demands. The problem occurs only when
we have mostly point-to-multipoint call types or when they
require a higher bandwidth than the point-to-point calls.

In that case, we must somehow increase the network connec-
tivity in order to make the call routing optimization possible
even though this is suboptimal with respect to the solution of
the dimensioning based on the nominal demand matrices. One
possibility is to modify the model by including a constraint on
the connectivity of the network, which will likely yield a com-
plex solution. Another possibility is to select disjoint trees for
the call types which is totally in contradiction with the traffic
concentration principle. In practice, this can be very costly and
as we have seen in Section III-E, the cost of the resulting net-
work can be up to 45% more expensive than the one obtained
by traffic concentration.

A. Connectivity Increase Algorithm

A more economical way to generate networks with increased
connectivity is to add some suitably chosen links to the NOTN.
In order to be able to change the call routing, the links should
be selected such that they can be used to connect pairs of nodes
participating in as many call types as possible; otherwise, we
may have a limited choice to select new trees. We can use the
defined in Section III-B to select these links.
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Let be the degree of node. Suppose that we have gen-
erated the NOTN by the algorithm described in Section III-B.
We can increase the degree of the nodes by selecting thelinks
involving the pair of nodes that have both a small and a
large . This can be done by the following algorithm.

1) Set .
2) Mark all the links corresponding to the pair of nodes

such that and . If there is no such
link, go to 3. Else go to 4.

3) Mark all the links corresponding to the pair of nodes
such that or . If there is no such link,
go to 5.

4) Select the marked link with the largest that is not
already selected and add it to the network. Set

and . Unmark all links and go
to 2.

5) Set , if stop, else go to 2.

is the minimum degree required for each node in the network
which we can fix depending on the connectivity we want, and

is the iteration counter.
Once the topology of the network has been modified to in-

crease its connectivity, there still remains the question of what
capacities should be allocated to all the selected links, including
those in the NOTN. We want to reduce the cost of the network
by concentrating the traffic as much as possible but also avoid
ending up with a tree since this would severely limit the possi-
bility of rerouting in the presence of error forecast on the traffic
demands. In practice, for each call type, we avoid selecting trees
that use exclusively links in the NOTN since if we do so, the op-
timal dimensioning would select only those trees. Instead, we
select trees where the traffic offered to all the links should be
roughly equal. This of course is suboptimal since we have seen
that the least costly topology is the tree but we need to do this
to allow some possibility of real-time rerouting.

We use the algorithm of [15] to select disjoint trees with a
predefined set of links. We choose a single tree for each call
type and then we optimize the link capacities by means of the
algorithm of [14].

B. Real-Time Heuristic

One weak point of the model presented here is that it requires
knowledge of the point-to-multipoint demand matrices. This
is unrealistic since the number of such matrices will grow very
fast with the network size. The adjustment techniques that we
discussed can be adapted to work without a knowledge of the
demand matrices.

By measuring the number of blocked connections on the
links, the service provider can decide to increase the capacity
of links with high blocking and to decrease it when it is low.

The other modification is a change in the network topology.
This is based on the values ofwhich estimate the link utiliza-
tion. They can be calculated from the demand matrices when
these are known but it is also possible to estimate them when
this is not the case. We count at each switch the number of new
connection requests and record their destination sets to deter-
mine the type. Inside the network, we also count the number
of blocked calls on each link. These measurements can then be

Fig. 6. Increasing the network connectivity, original network.

TABLE VIII
FORECASTERRORS: ACTUAL DESTINATIONS AND TRAFFIC DEMANDS. A+
SIGN IS A NEW DESTINATION, A� SIGN IS A NONEXISTENT DESTINATION.

A IS THE FORECAST, A THE ACTUAL TRAFFIC DEMAND

used to estimate a new value of the. If they indicate that the
offered traffic has changed significantly, the network operator
can react by updating the topology or the routing as described
above.

C. Numerical Results

In this section, we compare through numerical results the
topology update and the link upgrade for handling real-time de-
mands. We consider the case where we have point-to-multipoint
call types only.

Suppose now that we had forecasted the traffic of Table I
and built the corresponding NOTN given in Fig. 3 which is also
given in Fig. 6. As we can see in this network, we have
and . Suppose now that the actual
traffic demands and destination sets are the ones described in
Table VIII.

The simplest way to react to this unforeseen traffic is to keep
the same topology and compute a new set of trees by the algo-
rithm of [15] on which to route the demands. The results are
summarized on the first row of Table IX where we can see that
the GoS has substantially degraded. This is not unexpected since
the topology is too sparse to be able to produce good trees for
these new demands.

Next, we try to increase the connectivity of the network by
the algorithm of Section IV-A. When we set , we found
that links , and were added to the original
NOTN in decreasing order of . The resulting network is given
in Fig. 7. Its cost is 38.5 which is 11% more expensive than the
network of Fig. 6. Setting , we obtain a network where
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TABLE IX
PERFORMANCE OF THENETWORK WHEN THE TRAFFIC DEMANDS AND

DESTINATION SETS VARY. TU IS TREESUPDATE, SAME TOPOLOGY, CI IS

CONNECTIVITY INCREASE ANDLU IS LINK CAPACITIES UPDATE

Fig. 7. Increasing the network connectivity,h = 2.

Fig. 8. Increasing the network connectivity,h = 3.

links and are further added. The re-
sulting network is given in Fig. 8. Its cost is 41.8 which is 20%
more expensive than the network of Fig. 6.

We can see from Table IX that this has the desired effect to
the extent that the GoS is better. The revenue increase for

is not sufficient to compensate for the cost increase because
there are not enough links to construct new trees on which the
calls can be routed. We need to setto 3 in order to achieve
an acceptable GoS but at the expense of a 15% cost increase
which is much higher, in relative terms, than the 5% increase
in revenue. This result is typical of what we have seen for other
networks and seems to depend weakly on the cost of capacity
and the revenues . and should be translated in dollars
in order to give a clearer insight into the actual increase of the
cost and revenue of the network.

A third possibility is to keep the initial topology of Fig. 6
but to reoptimize the link capacity and the tree selection. The
results on the fourth line of Table IX indicate a much lower cost
increase and a significant increase in revenue as compared with
the first row.

We can estimate the quality of this solution if we finally re-
compute the NOTN for the actual demands. The results of the

last row of Table IX do indeed indicate that tree selection com-
bined with an adjustment of the link capacity is a very good
strategy to follow in the presence of unforeseen traffic demands.

Therefore, we can state that if the cost of capacityand the
revenue of a connection are comparable, in the presence of
unforeseen traffic demands,it is more economical to adjust the
link capacities and to select new trees than to increase the net-
work connectivity. This solution is feasible if the capacities can
be updated rapidly as for ATM VPs and also for future dynam-
ically adjustable capacity networks such as the ones described
in [12].

V. CONCLUSION

In this paper, we have examined the problem of an ISP that
needs to provision his network in the presence of point-to-mul-
tipoint connections. First, we have defined a model which we
think captures some essential features of the network design
problem for multipoint communications while being simple
enough to give some insight into the structure of good solutions.

Next, we have seen that point-to-multipoint traffic concen-
tration on a small number of links with large capacities signif-
icantly reduces the cost of the network (by up to 45%). These
savings are expected to be even more important when the cost
of capacity function is concave, which is the case in practice.

We have found that using a single tree to connect the calls of a
given type is very often near-optimal which means that we need
not have more than a single route (tree or path) to connect the
calls of a given type. Hence, optimizing the load sharing coef-
ficients is not very important in the network design context. We
then proposed a heuristic method for selecting a near-optimal set
of candidate trees based on the traffic concentration principle.

We also proposed a method to design the network when
point-to-point and multipoint traffics are mixed. We have shown
that the optimal network topology can have any connectivity
between that of a tree and that of a fully connected network,
depending on the intensity of both types of traffic.

We have then examined the problem posed by real-time
traffic which may be different from the traffic forecast used
for the dimensioning. In [15], we have shown that having a
highly connected network is necessary to be able to optimize
the call routing in order to achieve an acceptable performance.
The question is then: “What happens in the case where we
want to optimize the routing and the topology produced by the
dimensioning algorithm is a tree?”

We proposed in this paper a procedure to economically in-
crease the connectivity of the network and we have shown that
the price to pay in order to be able to reoptimize the call routing
may be much more significant than the increase of revenue ob-
tained by optimizing the call routing (this depends on the cost
and revenue parameters). We then have shown that in order to
take traffic variation into account, it is more economical to ad-
just the link capacities, which is feasible when they can be up-
dated quickly as for ATM VPs.

We have also explained how this heuristic can be used even
when the traffic cannot be forecasted, which makes it of prac-
tical interest. In practice, we can measure the link blocking prob-
abilities and the traffic currently carried by the network links
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and use these to approximately update the link capacities or re-
design the network in order to concentrate the traffic in the case
of virtual networks.

This work has given us some insight into the structure of op-
timal network design and routing for multipoint connections.
This, in turn, has yielded a number of questions that still remain
to be examined.

One such issue is how to implement and evaluate the perfor-
mance of a real-time traffic concentration algorithm based on
this heuristic (distributed or centralized) that uses traffic mea-
surements.

Another issue arises when the actual traffic demands are dif-
ferent from those for which the network has been dimensioned
and when it is not possible to reoptimize easily the capacities.
In that case, the only way to improve the GoS and the revenue
is to reoptimize the routing, something that is not possible if the
network has been designed with a single route tree. An issue
would be to verify if the traffic concentration principle holds in
the case of a more realistic routing technique such as alternate
routing.

Finally, one important question is how to implement and test
the performance of a real-time algorithm that adjusts the link
capacities in the presence of traffic variations.
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