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Abstract. A surveillance area is to be monitored using a grid network of
heterogeneous sensor nodes. There are two types of nodes; type 0 nodes
which perform sensing and relaying of data within a cluster, and type 1
nodes which act as cluster heads or fusion points. A surveillance aircraft
visits the area periodically, and gathers information about the activity in
the area. During each data gathering cycle, the sensor nodes use multi-
hopping to communicate with their respective cluster heads, while the
cluster heads perform data fusion, and transmit the aggregated data
directly to the aircraft. We formulate and solve a cost based optimization
problem to determine the optimum number of sensor nodes (ng), cluster
head nodes (n1) and the battery energy in each type of nodes (Ey and
E respectively) to ensure at least T' data gathering cycles. We observe
that the number of cluster heads required, ni, scales approximately as

n()l*% where k is the propagation loss exponent.

1 Introduction

The need for remote sensing of phenomena of interest has recently led to a surge
of interest in the field of wireless sensor networks. Such networks are made up of
inexpensive sensor nodes which use wireless channel to communicate with each
other as well as with the base station. Sensor networks have useful applications
in both military as well as civilian domains [1]. Civilian applications of sensor
networks consist of smart homes, temperature control in buildings, seismic mea-
surements, habitat monitoring etc. Military applications of sensor networks are
battlefield assessment, surveillance of sensitive areas, intrusion detection etc. The
application that we study in this paper is the surveillance of a sensitive area. In
such applications sensor nodes are placed along the points of a grid over an area
which is to be monitored. Each node has a sensing as well as communication
radius of r. If the two radii are different, our analysis can be easily modified to
take that into account. The nodes are organized as clusters with a single cluster
head for each cluster. We call the ordinary sensor nodes to be of type 0 while
the cluster head nodes to be of type 1. The number of type 0 nodes used is ny,



and each has a battery energy of Ej, while the number of type 1 nodes used
is F1, and each has a battery energy of Ej. A surveillance aircraft (possibly
unmanned) visits the area periodically to gather updates from the area. When
the aircraft arrives, the sensor nodes send their information to their respective
cluster heads using multi-hop communication. The cluster heads aggregate the
received data, and send the aggregated data to the aircraft using a single hop
transmission. Each such data gathering phase drains energy from the batteries
of sensor nodes. Nodes are assumed to have a finite battery lifetime. For this
setting, we would like to guarantee a certain minimum number of data gathering
trips of the aircraft which we call the lifetime of the network. A sensor system
becomes unusable when connectivity of nodes or sensing coverage of the area
can no longer be ensured. We would like to minimize the cost of the entire net-
work while ensuring node connectivity and sensing coverage of the region. We
find that the required number of type 1 nodes n; scales approximately as n01’§
where k is the propagation loss exponent.

This paper is organized as follows. In Section 2 we discuss some related work
on similar problems. In Section 3 we formulate and solve our design problem. We
present some numerical results of a case study in section 4. Finally we conclude
in Section 5.

2 Related Work

In [5] the authors study a scenario in which nodes are distributed randomly
over a unit area. Nodes communicate with the cluster heads using a single hop
transmission. The cluster heads aggregate the collected data and and send it
to the base station using a single hop transmission. Cluster heads are rotated
periodically for the purpose of load balancing. For this scenario, the authors
minimize the total energy spent in the network to obtain an expression for the
required cluster head density. However we note that for cluster head rotation
to be possible, all the nodes should be identical, and should be capable of per-
forming data fusion as well as transmissions over long distances. This leads to
additional hardware complexity in all the nodes.

In [4], the authors study a random deployment of nodes where nodes use
multi-hop communication to send their data to the cluster heads. The cluster
heads aggregate the received data, and use multi-hop communication to send
the aggregated data to the base station. For this setting, the authors minimize
the total average energy spent in the network to determine the optimum cluster
head intensity. However the authors do not provide any bounds on the lifetime
of the network. In [2], the authors provide upper bounds on the lifetime of a
sensor network. In [3], the authors present an optimum policy to assign nodes
to the cluster heads in order to improve the network lifetime.

Our work is different from all the above studies because we study a scheme
which uses heterogeneous sensor nodes (two types of nodes), and take into ac-
count the costs of the two types of nodes in the overall system design problem.



3 Problem Formulation

We consider a surveillance sensor grid in which the network topology is very
simple. We assume that it is possible to place the sensor nodes deterministically
along grid points. While this may not always be possible, there are scenarios in
military applications when we have complete control over node placement. We
are interested in covering a region of unit area with sensor nodes. The nodes
have a communication as well as sensing radius r, and are placed distance r
apart along the grid points. This ensures coverage of the area as well as node
connectivity. We assume that » << 1, since in most practical applications we are
interested in covering a given area with a large number of nodes; each of which
has a sensing radius that is much smaller than the dimensions of the area. There
are two types of nodes; type 0 nodes and type 1 nodes. Type 0 nodes are the
sensor nodes, while type 1 nodes act as cluster heads besides acting as sensor
nodes (see Figure 1). Let ng denote the number of sensor nodes and ny denote
the number of cluster heads. A surveillance aircraft visits the area periodically
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Fig. 1. A surveillance sensor grid.

and gathers information about the activity in the area. During each visit of the
aircraft, each sensor node senses and sends a single data packet to its cluster head
using multi-hop communication. The cluster head aggregates the received data
packets into a single packet and transmits it to the aircraft. During each such
data gathering phase, nodes spend a part of their battery energy for relaying of
packets. Since the nodes have a finite battery energy there is an upper bound
on the number of such data gathering cycles that can be sustained. Our aim is
to guarantee a network lifetime of T, i.e., at least T data gathering cycles while
ensuring connectivity as well as coverage of the area.

We model the cost of each node as the sum of its hardware cost and its
battery cost. Hence the cost of a type i node Cj is:

Ci=a; +BE;



where «; is the hardware cost of the node, F; is the battery energy of the node
and [ is the proportionality constant for the battery cost. The reason we have
different cost parameters o, a; and different battery energies Ey, Fy is that the
sensor nodes have a simpler functionality as compared to the cluster head nodes.
The sensor nodes perform short range transmissions and do not have to perform
any data aggregation. As against this, the cluster head nodes have to perform
computations for data aggregation, and also perform long range transmissions
to the aircraft. The cluster heads are also responsible for managing MAC and
routing in the cluster. Hence the hardware cost, as well as the battery energy of
the cluster head nodes are much higher than the sensor nodes.

There are ng type 0 nodes each with battery energy Fy and n; type 1 nodes
each with battery energy E;. If we denote [ng, n1, Eg, E1] by Z, then the total
cost of the network f(z) is:

f(z) = ng(ag + BEy) +n1(on + BEL)
= ngog + N1y + ﬁ(noEo + nlEl) (1)

Since nodes have a coverage/communication radius of r and we are interested in
covering a unit area with these nodes, the condition for coverage and connectivity
is:

1
nOJFanrj (2)

We observe that since the nodes use multi-hop communication to reach the
cluster heads, the type 0 nodes which are one hop away from the cluster heads
have the highest burden of relaying, since every packet sent to the base station
has to go through them. We call these nodes the critical nodes. There are 4
critical nodes in each cluster (see Figure 2).> We ignore the fact that the load
on the critical nodes near the region boundary is likely to be less due to edge
effects, and focus only on the clusters in the interior of the region.

Fig. 2. Critical nodes

Since the critical nodes have the highest energy burden, these nodes are likely
to drain their battery before other type 0 nodes. Besides the critical nodes, the

3 If the sensing and communication radii are different, i.e., the communication radius
(say 7c) is larger than the sensing radius (say rs), the number of critical nodes is
equal to the number of nodes that are within r. distance of the cluster head. For
simplicity, we assume r. = rs so that there are 4 critical nodes. However the case
of r. > rs can be handled similarly. Note that r. < rs is not feasible since no
communication is possible in that case.



cluster heads also have high energy expenditure due to the long range trans-
missions that they have to perform to communicate with the aircraft. Thus the
critical nodes and the cluster heads determine the lifetime of the network. Let
Py and P; be respectively the average amounts of energy spent by a critical node
and a cluster head during each cycle. Then to ensure a lifetime of T, we require:

Eq Ey
—=—2>T 3
Pl PO— ()

where the equality of the first two terms ensures that both the critical nodes as
well as the cluster heads expire at about the same time so that very little energy
is wasted in the form of residual energy in the nodes when the network becomes
unusable.

We assume that the nodes are asleep (with their radios turned off) in be-
tween the data gathering cycles. The nodes turn their radios on when the aircraft
arrives for gathering updates. This results in a small duty cycle which in turn
reduces the idle mode energy wastage. We assume that a data gathering cycle
lasts for 7 seconds. During these 7 seconds all the nodes keep their radios in
idle state. This is required because the nodes use multi-hop communication, and
therefore cannot predict exactly when their neighbor nodes will send them a
packet. Hence all the nodes have to keep their radios in idle state so as to be
prepared to receive a packet. Since the radios are on during the entire data gath-
ering phase, no extra energy is spent on receiving a packet. This assumption is
justified by recent studies that have shown that the energy spent while receiving
a packet is about the same as the energy spent in the idle mode [7]. If [ be the
energy spent per second in the idle mode, then the total energy spent in the
radio during each cycle is simply I7. We also ignore any packet collisions, by
assuming that the cluster head nodes perform scheduling to ensure perfect syn-
chronization. Packet collisions are a potential problem for the critical nodes since
they have plenty of traffic to relay, and they are close to each other. We assume
that the cluster head node is in-charge of this co-ordination. We also assume
a simple propagation model in which the energy spent in the RF circuitry to
transmit a packet over a distance x is pa® where k is the propagation exponent.
Usually the value of k is determined through on-site measurement, and varies
between 2 and 4 depending on the surrounding environment. In environments
with dense vegetation, the fall off is more drastic [8]. Since the aircraft is flying
at high altitude (as compared to dimensions of the antenna on the nodes), we
assume that the receiver antenna is in the far-field.

Since there are ng sensor nodes and ny cluster heads, there are ng/n; sensor
nodes in each cluster. There are exactly 4 critical nodes in each cluster which
perform the function of relaying of packets from the ng/n; —4 sensor nodes (see
Figure 2). Thus each critical node has to relay (ng/ny — 4)/4 packets. Besides
this, the critical node also has to transmit its own packet. Let Ef = ur* be the
amount of energy spent on transmission of a packet. Then the average energy



spent by a critical node during each cycle is

(1)

Et
4 ny

o
= —_— 4
0 ny + “ ( )

+ E{+ 1T

Each cluster head has to receive ng/n; packets, aggregate them and transmit
the aggregated packet to the aircraft. Let E'y be the amount of energy spent in
data computations during the aggregation of each packet by the cluster head,
and E! = uH* be the amount of energy required to transmit a packet from the
cluster head to the aircraft. The cluster head also has to spend [T amount of
energy in the idle mode during each cycle. Therefore the average energy spent
by a cluster head during each cycle is

H:@?+ﬂ+h
1

=2 +cy (5)
ny
We have introduced the constants cg, c1, ¢o and c3 for ease of notation.

Our objective is to minimize the cost of the network while ensuring connec-
tivity and coverage of the area over T cycles, i.e., given r and T we would like
to determine ng, n1, Fy and F; which minimize the cost of the network. Hence
we formulate the optimization problem as follows:

minimize  ngagp + n1ag + B(noEo + n1Eq)
1
= (©

E, Ky
2105

subject to  ng+mny >

Then the first constraint can be rewritten as:

1

g1(@) = 5 =no—m <0 (8)

Substituting for Py and P; in the equality constraint of (7) from (4) and (5) we
obtain

E\Py— EgP, =0

éh(i‘):El (Cono+61> — Ey (ano+03> =0 (9)
ny ny

Similarly from the inequality constraint of (7) we obtain

By > TP = 3T+ T2 — By = go(7) < 0 (10)
ni



Thus from (1), (8), (9) and (10) the optimization problem can be formulated
as follows

minimize f(Z)

subject to h(zZ) =0
q1(Z) <0
92(2) <0

This is a standard Karush-Kuhn-Tucker (KKT) optimization problem [6]. We
find the solution to this problem by solving:

V(@) + AVR(Z) + 1V g1(Z) + p2vg2(Z) = 0 (11)
with g1 >0, p2 >0, p191(Z) + p2ge(z) =0 (12)
where A, p1 and ps are the constants of the KKT problem. From (1):
ao + BEo
_ ar + BE;
= 13
vi@= |50 (13)
pna
From (9):
Eico—FEqca
_Mw
VhE) = | T, P, (14)
oL+ e
From (8):
-1
_ -1
va@ = (15)
0
From (10):
T
_ 76”21%;7,0
Vorl@) = | (16)



Substituting (13) to (16) in (11) and (12) we have the following four equations:

FEico — Eyc
0—(OZO+6EO)+>\(%) + (*1)

v (20 (1)
0= (o1 + BE1) + A (—(C2EO ;162°E1)”°)

b (-0 (250 as)
0= (Bno) + A <03 - Cj;;‘o) + 111 (0) + 12 (0) (19)
0=(3m) 4 A (e + 2 ) 4 (0)+ e (1) (20)
0 =41 (%2 — g —n1> + 2 (c3T+cQTZ—‘1’ —El) (21)

Assuming that a feasible solution exits, i.e., ng, ni, Eo, F1 > 0, from (19),
we get
Ao o (22)
€3n1 + C2Ng

Hence from (20), we get

Como

p2 = (Bn1) + A (c1 + —> >0 (23)

ni

But from the KKT theorem, this implies that the corresponding inequality (10)
becomes an equality, i.e.,

T + C?I(%) —E1=g2(2) =0 (24)
1

Using the value of A from (22) in (17),

FEico — Eyc cT
/~L1:(040+5E0)+)\<—10 O2>+M2<—2 )
nq ni

FEy + FE T
+5(03711 o + cont 1)+,u2 (02 ) -0

can1 + €3ng ny

since po > 0. Hence
w1 >0

Again using the KKT theorem, this implies that the inequality of (8) becomes

an equality, i.e.,
1

T—Q—no—m:gl(i‘):O (25)



So now we can re-formulate our problem as follows:

minimize f(z)

subject to h(z) =0
g1(Z) =0
92(2) =0

1
=ng=N—ng (27)

From (10) and (9) we obtain the following expressions for Ey and Ey

Eo=T (c()@ + c1> (28)
ni

FEi=T <02@ + Cg) (29)
ni

Eliminating ng, Ey and E; from (1) using (27), (28) and (29), and after rear-
ranging terms we obtain

f(nl) =qaoN + ﬂT(C1 + co — 2NCO) + nl((ozl — ao)-‘rﬂT(Cg +co—c1 — Cg))
+ ﬂTC()]V2

ni

(30)

To minimize the cost, we differentiate (30) with respect to ny and obtain the
following solution for ny

C()]\/v2

(31)
(cs+co—c1—ca)+ (%)

ny =

Note that the second derivative of (30) is

- QﬂTCOJ\/Y2
=

fll(nl)

>0 Vni >0

ni
Hence f(n1) is convex and therefore the local minimum is also the global mini-
mum. Re-substituting for cg, ¢1, ¢2 and ¢3 from (4) and (5)

pr®
COZT, ca=Ir, c=FEy, CSZMHk—‘rlT (32)
Since for typical practical scenarios the aircraft altitude is much larger than the
communication radius of each node, i.e., H >> r, and usually the energy spent

on communication (pH*) is much more as compared to the energy spent on
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computation (Ey) for typical sensor nodes (see [5,7]), the uH* term dominates
in (31).

e
:qu + (alﬂ}ao )

NI-%
= - (33)

o (1 ()
We used N2 = 1 from (26) to eliminate r. Thus we see that for a fixed H, the
required number of cluster heads n, scales approximately as NV -1,

In reality the sensor nodes used for surveillance have small sensing radii
(10m to 100m), while the region to be monitored is usually large (a few square
kilometers). Under such circumstances it is inevitable that a large number of
nodes be used. To study such a scenario we consider the asymptotic behavior
of n; as the number of nodes N becomes large (or equivalently, as r approaches
zero). We note that for typical values of k (between 2 and 4), the exponent of
N in (33) is always less than one. Hence n; scales slower than N. As a result
ng = N — ny scales approximately as N. This is something we would expect,

since the majority of the N nodes are used for sensing, while a few of them are
used as cluster heads. Thus for large N, i.e., small r,

n=N-n=N
1

r2

Thus we find that ng &~ N and n; scales approximately as N 1-%  Hence nq scales
approximately as nol_g. Thus the propagation loss exponent k£ determines the
asymptotic behavior of the required number of cluster heads.

We can also obtain expressions for the battery energies of both types of nodes
using (28) and (29) and re-substituting for cg, ¢1, ¢z and c3 from (32).

Ey=T M\/Hk (1 ’ (a,é%;m)) + T

N

B =T (EfNﬁ\/Hk (1 + (%)) + pHE + lT) (35)

In (34) we note the dependence of Fy on H. This implies that higher the value of
H, fewer the number of cluster head nodes (see (33)), and hence larger the cluster
size. As the size of the cluster is higher, the critical nodes have more relaying to
do, and consequently they need more battery energy. Thus Ej increases as H
increases.

(34)
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4 Case Study

In our problem formulation, we have parameters «g, a; and 8 which correspond
to the hardware cost of the two types of nodes and the proportionality constant
for the battery cost. In general these parameters depend on the manufacturing
process of the nodes. The cluster head nodes require powerful RF amplifiers,
since they have to transmit data directly to the aircraft. Typical unmanned
aerial vehicles (UAV) used for surveillance fly at altitudes of a few kilometers
(see [9] for more details on UAVs). On the other hand, the sensor nodes have to
communicate over distances of the order of 10 to 100m (typical sensing radius).
The cluster head nodes also require a more powerful CPU for data aggregation
related computations and MAC and routing co-ordination. Hence we would ex-
pect a1 >> . However the exact dependence of «g, a1 and 3 on these factors
are difficult to account for without knowing the manufacturing process and the
components involved.

Our approach provides designers with general guidelines to choose the system
parameters. For example, consider the following scenario as a case study. Assume
that a region of area 10kmx10km is to be covered by a sensor grid. The nodes
have a sensing radius 100m. A surveillance aircraft flying at an altitude of 10km
visits the region periodically. Since in our analysis we normalized the area of
the region to unity, we must normalize all the distances in the case study by
dividing them by 10km. Hence for this case study we have r = 0.01 and H = 1.
The required number of cluster heads as a function of (a1 — ay)/BT for k = 2
and k = 3 is plotted in Figure 3. The x-axis is a measure of the hardware cost
difference between the two types of nodes divided by the battery parameter.

Depending on the manufacturing process, the value of (a1 — ag)/B8T 1 can be
determined. Using Figure 3 we can then determine the corresponding number of
cluster head nodes required. The plots in Figure 3 have a step like shape because
ni, is rounded to the nearest integer. Note that the required number of sensor
nodes is simply 1/7? = 10%. We can also obtain the required battery energy of
both types of nodes using (34) and (35).

5 Conclusions and Future Work

We studied the design of surveillance sensor grids from the point of view of
lifetime of the network. In our study we considered a scenario in which two
types of nodes are used; type 0 nodes, i.e., the sensor nodes and type 1 nodes,
i.e., the cluster heads. Nodes are placed along grid points and a surveillance
aircraft visits the area periodically to collect updates about the activity in the
area. Our objective was to dimension the number of cluster heads, the number
of sensor nodes and their battery energies so as to provide a network lifetime of
at least T cycles. During the lifetime of the network connectivity of the nodes as
well as coverage of the area is ensured. We formulated and solved an optimization
problem to minimize the overall network cost while attaining this objective. We
found that the required number of cluster heads, ni, scales approximately as
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Fig. 3. Required number of cluster head as a function of hardware cost difference of
two types of nodes.

k . . .
no'~7 where ng is the number of sensor nodes, and k is the propagation loss

exponent.

The model of the sensor network that we consider in this work assumes a
perfect grid deployment of nodes. However a more realistic scenario consists of
random node deployment of (possibly) unreliable nodes. We would like to extend
the results derived in this work to the random deployment scenario.
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