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Summary

Multi-hop wireless networks arise in the context of ad hoc networks, sensor networks, and mesh networks, and
their performance depends critically on the underlying medium access control (MAC) protocol. Inspite of the large
body of work devoted to MAC protocols and associated problems, the relative importance of these problems is
still not well understood. This is because most of the previous work focuses on designing a protocol to solve a
particular problem, or on identifying scenarios where a protocol will not work well. In addition, most of the work
is also based on simplistic assumptions about the physical wireless medium, like fixed ranges for communication
and interference, or concepts like capture threshold where the desired signal strength is compared with interference
from a single node at a time, rather than cumulatively.
Our paper seeks to address these issues. We believe it is extremely critical that (i) we develop an understanding of the
relative significance of the problems affecting MAC protocols, and that (ii) we use a realistic model for the physical
channel for design and performance evaluation. Towards this end, we evaluate the performance of three currently
proposed MAC protocols, IEEE 802.11 [1], RI-BTMA [2], and DUCHA [3] under a realistic channel model with
additive interference. Since these protocols solve or suffer from different sets of problems, our evaluation provides a
differential diagnosis of the severity of these problems. Based on our observations, we propose a simple and robust
two channel MAC protocol (entitled 2CM) that is based on IEEE 802.11 augmented with a busy-tone channel.
The 2CM protocol (i) mitigates the hidden node problem considerably, (ii) does not waste bandwidth in terms of
logical control channels, and (iii) provides a reliable link layer acknowledgment. Through extensive simulations,
we show that 2CM offers a consistently high throughput performance while not sacrificing link layer reliability in
a variety of scenarios, thereby vindicating our approach. Copyright © 2006 John Wiley & Sons, Ltd.
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1. Introduction

Multi-hop wireless networks represent a key paradigm
for the future of wireless networking, as they arise in the
context of ad hoc networks, wireless sensor networks,
and wireless mesh networks. The performance of these
different types of networks depends critically on the
design of the underlying medium access control (MAC)
protocol. In order to better understand the operation of
a typical MAC protocol, it is useful to think of MAC
protocols as having two logical components. The first
is a collision avoidance algorithm which uses physical
carrier-sensing, protocol handshakes, busy tones, and
so on, to ‘reserve’ the channel for the duration of the
data transmission.The second is a contention resolution
algorithm which uses mechanisms such as persistence
and backoff, to ‘regulate’ the access to the channel.

For instance, the IEEE 802.11 protocol [1], one of
the most widely used MAC protocols, uses a collision
avoidance scheme called carrier-sensing, multiple ac-
cess with collision avoidance (CSMA/CA) and a con-
tention resolution scheme called the binary exponential
backoff (BEB) algorithm. Collision avoidance and con-
tention resolution work together to reduce data packet
collisions. A badly designed collision avoidance mech-
anism can lead to poor throughput, congestion, and
instability at the link layer, which can affect the op-
eration of the other layers of the protocol stack. The
contention resolution algorithm affects the fairness or
how the wireless channel is shared among the different
links, and also the throughput. Our work focuses on
collision avoidance.

Research on MAC protocols has been active for a
few decades now, and there is a wealth of literature
devoted to MAC protocols and the problems associ-
ated with collision avoidance. Despite this, the under-
standing of the relative impact of these problems, is
still quite limited. This is because most of the previ-
ous work focuses either on designing collision avoid-
ance mechanisms to solve a particular problem, or on
identifying scenarios where a particular MAC protocol,
usually IEEE 802.11, does not work well. In addition,
most of the work proposing new collision avoidance
mechanisms, is evaluated based on simplistic assump-
tions about the physical wireless medium. Some works
consider a fixed communication range and a fixed in-
terference range, whereas others consider interference
using the concept of a capture threshold.‡ Although

‡ Under the capture threshold model, the signal strength of
a packet transmission is compared with interference from a

the capture threshold model is quite simplistic, it is
still widely used, most notably in the ns2 simulator [4]
which is the most common simulation-based perfor-
mance evaluation tool.

Our work seeks to address these issues. Our goal is
to understand the key performance issues involved in
designing MAC protocols for multi-hop wireless net-
works. We believe that in order to design an efficient
and robust collision avoidance scheme, the following
two factors are absolutely critical: first, an understand-
ing of the relative significance of the problems affect-
ing MAC protocols; and second, the use of a realistic
model for the physical channel (i.e., one based on ad-
ditive interference), for design and performance eval-
uation. We approach the problem from this standpoint.
We start with a list of problems that affect MAC pro-
tocols in multi-hop wireless networks, viz., the hidden
node problem, the deaf node problem, the exposed node
problem, and the link layer congestion problem. In or-
der to understand their relative impact on performance,
we evaluate the performance of three currently pro-
posed MAC protocols, IEEE 802.11 [1], RI-BTMA [2],
and DUCHA [3]. Since these protocols solve or suffer
from different sets of problems, we expect our evalua-
tion to provide a differential diagnosis of the severity
of these problems.

Now, the evaluation of MAC protocols in a multi-
hop setting is not a straightforward task. First owing
to the lack of strong analytical results, and the lack of
programmable hardware that can support busy-tones
and control channels, we have to rely on simulations
to understand the behavior of MAC protocols in large
multi-hop settings. Second, the performance of a MAC
protocol depends on how well its parameters such as
backoff windows, power levels and so on, are con-
figured. Clearly, when MAC protocols are compared
based on their performance in a certain scenario, they
are not necessarily compared on a fair ground since
different protocols may perform better with different
setting of parameters. Hence, we have to study a vari-
ety of scenarios, in order to identify the protocol that
is the most robust and consistent. Once such a protocol
is identified, there would still be much work required
to tune it thoroughly. Finally, the importance of using
a realistic model for the physical channel, cannot be
overemphasized.

single interfering node at a time (rather than cumulatively
as it happens in reality), and the transmission is successful
if each signal-to-single-interference ratio is greater than the
capture threshold.
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We have implemented these protocols in an event-
driven simulator which incorporates a realistic model
for the physical channel based on additive interfer-
ence and signal-to-interference-and-noise ratio (SINR)
thresholding for correct packet reception. Our simula-
tions bring several things to light. IEEE 802.11, the
most widely deployed MAC protocol, is known to suf-
fer from all of the aforementioned problem. RI-BTMA
better addresses the hidden node problem by using a
busy-tone channel, although it suffers from the link
layer congestion problem. DUCHA solves all the above
problems (under the capture threshold model), by em-
ploying a logical control channel, in addition to a busy-
tone channel. However, under an additive model of in-
terference, no protocol perfectly solves all problems.

Following are our main observations, based on an
evaluation of these three protocols. All protocols use
the BEB contention resolution algorithm used in IEEE
802.11

1. Physical channel model: Using a realistic physical
channel model is extremely important. A simplis-
tic model like the capture threshold model, can be
misleading in the following ways:
(a) Since the busy-tone is just an analog signal,

nodes can sense sufficient power to detect a
busy-tone without knowing which node (or
combination of nodes) is (are) asserting the
busy-tone. This can lead to problems if the
busy-tone is used as a handshake signal, as in
RI-BTMA where it is also used as a clear-to-
send (CTS), and DUCHA where it is also used
as a negative acknowledgment (NACK). Under
the simplistic capture threshold based physical
channel model, we could not even observe this
problem.

(b) Providing a link layer acknowledgment is
indispensable, since under an additive inter-
ference model, DATA packet collisions are
inevitable. However, under the misleading cap-
ture threshold model, RI-BTMA and DUCHA
appear to completely prevent all DATA packet
collisions, which is clearly not true in reality.

2. Additional control channel: The link layer con-
gestion problem, in isolation, does not affect perfor-
mance significantly, although in combination with
the hidden node and associated problems, it can
produce a lot of performance degradation. DUCHA
uses an additional logical control channel to solve
the link layer congestion problem, but this can result
in a significant loss of bandwidth often outweighing
the benefits.

3. Busy-tone signal: Although the busy-tone cannot
be recommended to be used as a protocol handshake
message, it can still be effectively used as an analog
signal to block potential hidden nodes from disturb-
ing an on-going data communication.

We propose a simple but robust two channel MAC
protocol (entitled 2CM) which is based on the IEEE
802.11 protocol augmented with a busy-tone channel.
The 2CM protocol takes into account the above ob-
servations, and successfully addresses the shortcom-
ings of the other protocols. The principle of 2CM is
quite simple. It uses an additional busy-tone channel in
which nodes assert a busy-tone signal while receiving
a DATA packet, so as to prevent hidden nodes from
becoming active. Through extensive simulations, we
show that 2CM is a very efficient MAC protocol which
(i) makes effective use of the busy-tone signal in ad-
dition to the request-to-send/clear-to-send (RTS/CTS)
handshake of IEEE 802.11, to mitigate the hidden node
problem considerably, (ii) does not require a logical
control channel, and (iii) provides a reliable link layer
acknowledgment mechanism, just as in IEEE 802.11.

In what follows, we start by reviewing some re-
lated work in Section 2, followed by a brief discus-
sion of physical channel models and MAC problems in
Section 3. Section 4 looks at a few scenarios which
provide the motivation for 2CM, which is introduced
next, in Section 5. Section 6 provides a thorough per-
formance evaluation of all the protocols, and finally
Section 7 concludes the paper. A brief introduction to
the protocols, RI-BTMA and DUCHA, is provided in
Appendix A.

2. Related Work

There has been a considerable amount of research
in the area of collision avoidance mechanisms for
wireless networks. The hidden terminal problem was
identified as early as 1975 by Tobagi and Kleinrock
[5], in the context of infrastructure-based networks. In
Reference [5], the authors proposed busy-tone multiple
access (BTMA) wherein the central receiver protects
itself from collisions due to hidden terminals, by
asserting a busy-tone. The busy-tone is a narrowband,
analog signal which is detected by measuring the
power received in its band. BTMA was generalized to
receiver-initiated BTMA (RI-BTMA) [2], by Wu and
Li, for use in multi-hop wireless networks. Under the
capture threshold model, RI-BTMA is a very effec-
tive collision avoidance strategy. It achieves perfect
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collision avoidance (i.e., it avoids data packet collisions
completely), although at the cost of additional radio
complexity. However, it does not provide a link layer
acknowledgment, in addition to some other problems,
as we shall see later.

The idea of using an in-band RTS-CTS handshake,
in order to reduce radio complexity, was first pro-
posed in multiple access collision avoidance (MACA)
by Karn [6]. MACA was later refined in MACAW
[7] by Bharghavan et al., and in IEEE 802.11 [1].
IEEE 802.11 modified the basic RTS/CTS message ex-
change of MACA to a four-way RTS/CTS/DATA/ACK
message exchange, while MACAW changed it to
RTS/CTS/DS/DATA/ACK where the data-send (DS)
message was used to indicate success/failure of the
RTS/CTS dialog. In References [8] and [9], Fullmer
and Garcia-Luna-Aceves proposed floor acquisition
multiple access (FAMA) and FAMA-NCS (NCS stands
for non-persistent carrier sensing). FAMA-NCS also
avoids data packet collisions completely, but wastes
way too much bandwidth in control message ex-
changes. IEEE 802.11 also employs virtual carrier
sensing, using a network allocation vector (NAV) field
in the RTS/CTS messages which is nothing but the time
left for the completion of the on-going data transmis-
sion. Nodes that can successfully decode these mes-
sages are blocked from transmitting for the duration of
the NAV.

In Dual Busy-Tone Multiple Access (DBTMA) [10]
proposed by Haas and Deng, the idea of RI-BTMA
[2] is used and additional protection is offered to RTS
packets by means of a transmit busy-tone signal (in ad-
dition to the receive busy-tone of RI-BTMA) which is
asserted when the RTS is being transmitted. In MAC-
SCC [11], the idea of using a separate control channel
to transmit control packets when the data channel is
busy is proposed. MAC-SCC uses the additional con-
trol channel to avoid link layer congestion. In a more
recent work entitled DUCHA [3], the authors propose a
dual-channel MAC protocol for multi-hop wireless net-
works. DUCHA uses a separate control channel, and
a busy-tone channel, in addition to the data channel.
Under the capture threshold model, DUCHA not only
achieves perfect collision avoidance, but also solves the
link layer congestion problem. However, as we shall see
later, DUCHA loses considerable bandwidth in terms
of its additional control channel.

Several other works like [12–14] focus on IEEE
802.11, and identify several multi-hop scenarios un-
der which it performs quite poorly. Recent works like
PAMAS [15] and AIMRP [16] propose the use of duty-
cycling as a means of saving power. This means that the

radio module of a wireless node is shut off from time
to time when the node is no longer communicating.
This can lead to problems since the nodes which are
asleep, cannot interpret handshake messages correctly.
The problem of arbitrating fairness among the wireless
links is considered in References [17,18]. Luo et al. in
[17], consider a packet scheduling framework, and dis-
cuss how fairness between the links can be traded off,
to achieve greater spatial reuse. Nandagopal et al. in
[18], discuss how to design contention resolution algo-
rithms to achieve a given model of fairness among the
wireless links. Link layer fairness and related issues,
are beyond the scope of this paper.

3. Physical Channel Model and
Collision Avoidance Problems

In this section, we briefly describe the various problems
that arise in designing collision avoidance strategies for
multi-hop wireless networks. We start by introducing
the physical channel model.

3.1. Modeling the Physical Channel

Before introducing our model for the physical channel,
let us briefly discuss the need for a physical channel
model. Modeling communications in a wireline net-
work is very simple, since a node can communicate
directly with only those nodes to which it is wired. By
contrast, in a wireless network, there are three phe-
nomena which need to be captured in order to model
communications. First, the wireless medium is shared.
In other words, the signal power from a wireless trans-
mitter is radiated into space, rather than being confined
within a wire. Second, wireless signals get attenuated
considerably over distance. Thus, a node farther from
a transmitter will perceive the signal at a lower power,
than one closer to the transmitter. Third, a wireless sig-
nal can be successfully decoded only if the received
signal power is sufficiently higher than the disturbance
caused by noise and the cumulative interference due to
other on-going signal transmissions.

Thus, a realistic model for wireless communications
should take into account wireless signal propagation
and the additive nature of interference. The choice of
a physical channel model is important because our un-
derstanding of the properties of a MAC protocol, such
as whether or not it successfully solves problems like
the hidden node problem, etc., are model-dependent.
Hence, the physical channel model cannot be too sim-
plistic.

Copyright © 2006 John Wiley & Sons, Ltd. Wirel. Commun. Mob. Comput. 2006; 6:745–760
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The physical channel model we use in this paper
is based on additive interference, and SINR thresh-
olding for correct packet reception. To be precise, de-
noting the set of simultaneously active wireless links
(or transmitter–receiver pairs) by L, and the transmit
power and location of the transmitter of link l ∈ L, as Pl

and Xl respectively, the SINR perceived by the receiver
of link m, γm, is given by:

γm = PmA(Xm, Ym)∑
l∈L l �=m PlA(Xl, Ym) +Nmf

(1)

where Ym denotes the location of the receiver of link m,
A(x, y) denotes the channel attenuation from point x to
point y, Nm denotes the power spectral density of the
thermal noise at the receiver of link m, and f denotes
the frequency bandwidth of the channel. The capacity
of link m, Cm, depends on the modulation and coding
scheme used at the physical layer. A packet reception
at the data-rate Cm is successful, provided the SINR γm

remains greater than some SINR threshold θm, corre-
sponding to an acceptable bit error rate (BER), through-
out the duration of the packet transmission. Otherwise,
there is a collision. Also, a node located at Y will sense
the channel busy if

∑

l∈L
PlA(Xl, Y ) +Nmf > θcs (2)

where θcs is the carrier-sensing threshold. We will in-
troduce actual numbers in Sections 4 and 6 when we
look at simulation scenarios and results.

3.2. The Problem of Hidden, Exposed, and
Deaf Terminals

A hidden terminal is defined in the context of a given
transmitter–receiver pair. A node is said to be hidden
from the transmitter if it can cause a collision (as de-
fined above) at the receiver by transmitting, but cannot
perceive any signal sent by the transmitter (according
to Equation (2) above). For instance, nodes C and F
are hidden nodes, for the transmitter–receiver pair, A
and B, in Figure 1. While node A is transmitting to
node B, if either node C or node F begins transmit-
ting, there will be a collision at node B. The problem
can be mitigated by requiring nodes A and B, to ex-
ecute a handshake (e.g., RTS-CTS in IEEE 802.11),
to reserve the channel, before every data transmission.
However, the success of this handshake mechanism is
severely hampered by two factors. First, a node such as
node F that can cause a collision at node B, is unable to

Fig. 1. Illustrating the hidden, exposed, and deaf terminal
problems.

interpret the CTS sent out by node B since it is not close
enough to node B to receive the CTS at an acceptable
SINR (as defined above). Second, even a node such as
node C which can successfully decode the CTS from
node B could be deaf when node B transmits the CTS.

A deaf terminal is the one that is unable to interpret
the handshake messages from a transmitter–receiver
pair in its neighborhood. In Figure 1, node C will not be
able to interpret the CTS from node B to node A, if there
is an on-going data transmission from node D to node E.
Thus, the purpose of the CTS from node B is defeated.
Indeed, once the transmission from node D to node E
is completed, node C could send out an RTS and cause
a collision at node B. For a given transmitter–receiver
pair, an exposed terminal is a node which can perceive
signals sent by the transmitter, but cannot cause a colli-
sion at the receiver. In Figure 1, nodes C is an exposed
node for the transmitter–receiver pair, D and E. Since
exposed nodes are also deaf nodes, they cause the same
problem. Note that all deaf nodes need not be exposed.
Node G in Figure 1 is not exposed, but will be deaf
when node D transmits to node E.

3.3. Link Layer Congestion

The RTS-CTS handshake coupled with virtual carrier
sensing (using a NAV) suffers from the problem of link
layer congestion. Consider Figure 2. When node B is
transmitting data to node A, following an RTS-CTS
exchange, node C is blocked from transmitting for the
duration of the data transmission. Now, if node D sends
an RTS to node C, then node C will be unable to re-
ply. This results in two problems. First, although D did
not acquire the channel successfully, node E will re-
spect the NAV of node D’s RTS, and would be blocked.
Hence, an RTS from node F to node E will elicit no re-
sponse from node E, thereby cascading the process.
Thus, node E is falsely blocked [7,13] and node F sees
false contention. Second, node D will interpret the lack

Copyright © 2006 John Wiley & Sons, Ltd. Wirel. Commun. Mob. Comput. 2006; 6:745–760
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Fig. 2. Illustration of link layer congestion in a network
employing IEEE 802.11 MAC.

of a reply from node C, as contention and will enter con-
tention resolution. Now, in case of the BEB algorithm
used in IEEE 802.11, this will result in node D (and
later node F, etc.,) doubling its backoff window unnec-
essarily. If this happens often enough, nodes D, F, etc.,
will retry an RTS transmission several times, and even-
tually discard their packets. When used in conjunction
with an on-demand routing protocol like DSR [19] or
AODV [20], this false contention could trigger a link
failure. The reason for this is that a non-response to an
RTS is interpreted as an RTS collision. In other words,
the protocol has no means of distinguishing between
(i) an RTS collision which indicates contention and (ii)
a receiver being blocked.

These problems often lead to significant perfor-
mance degradation, most notably in IEEE 802.11. In
order to tackle these problems, there have been nu-
merous proposals in the literature, like RI-BTMA [2],
DBTMA [10], MAC-SCC [11], and DUCHA [3]. In
the next section, we try to understand the relative im-
pact of these problems, by evaluating some of these
proposed protocols.

4. Preliminary Results on Simple
Topologies

In this section, we study the impact of the problems with
collision avoidance, identified in the previous section,
as well as the impact of an additive interference-based
physical channel model. Our methodology for doing
so, is the following. We simulate three currently used
or proposed MAC protocols viz., IEEE 802.11 [1], RI-
BTMA [2], and DUCHA [3], in three different scenar-
ios. We assume that the reader is familiar with the proto-
col handshakes of IEEE 802.11. The reader is directed

to Appendix A for a quick introduction to RI-BTMA
and DUCHA. The reasons for choosing these particu-
lar protocols is the following. As mentioned earlier in
the Introduction, IEEE 802.11 is known to suffer from
all the problems identified in Section 3. RI-BTMA, by
making use of an additional busy-tone channel, is able
to better address the hidden terminal and associated
problems, but it provides no link layer acknowledg-
ment mechanism. DUCHA addresses both the hidden
terminal problem and the link layer congestion prob-
lem, by making use of a busy-tone channel and an ad-
ditional control channel. However, in order to under-
stand both the relative impact of these problems on
performance, and the tradeoffs involved in the design
choices made by the aforementioned protocols, it is es-
sential to objectively compare these protocols with one
another.

We start by providing some details about the simu-
lation parameters. The physical layer parameters used
for the simulations presented here, are summarized in
Table I. For the protocol DUCHA which uses a separate
control channel for RTS-CTS, and a data channel for
DATA packets, the overall bandwidth needs to be split
between the two channels. In Table I, we show the pro-
portion of bandwidth used for the control channel. The
rest is used for the data channel§. According to the IEEE
802.11 standard [1], the control packets RTS and CTS,
are always transmitted at the base data-rate of 1 Mbps,
while the DATA and ACK packets can be transmitted at
higher data-rates. In simulating the other protocols, we
adopt the same rule, using only the base modulation and
coding scheme to transmit the RTS and CTS packets.
Thus, in the case of DUCHA, in a network operating
at the 2 Mbps data-rate, the control channel data-rate
is 300 kbps (30% of the base data-rate, 1 Mbps), while
the data channel data-rate is 1.4 Mbps (70% of the high
data-rate, 2 Mbps). The busy-tone channel bandwidth is
taken to be 11 kHz. The transmit power and noise power
levels are scaled in proportion to the bandwidth of the
channel, and the carrier-sensing or detection threshold
is set to 6 dB over the noise power in the channel. We
do not simulate any rate adaptation algorithm, but we
merely operate the entire network at some fixed data-
rate (1 Mbps, 2 Mbps, or 11 Mbps). Finally, we do not
simulate any congestion control mechanism, instead

§ In the paper on DUCHA [3], the authors use about 22% of
the bandwidth for the control channel for a network operating
at 1 Mbps. We chose the values in Table I as they resulted
in a better performance for DUCHA, in the scenarios we
considered.
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Table I. Physical channel parameters.

Overall channel bandwidth 22 MHz
Overall transmit power 0 dBm (1 mW)
Signal attenuation (in dB) as a function of distance −40 dB − 40 log (distance)
Overall noise power −100 dBm
Carrier-sensing threshold 6 dB over noise power
SINR threshold for 1 Mbps 12 dB
SINR threshold for 2 Mbps 15 dB
SINR threshold for 11 Mbps 24 dB
Busy-tone channel bandwidth 11 kHz
Control channel bandwidth in DUCHA (1–2 Mbps) 6.6 Mhz (30%)
Control channel bandwidth in DUCHA (11 Mbps) 11 Mhz (50%)

allowing the data sources to generate packets at any
fixed rate.

Before we present the results of our simulation
study, let us briefly discuss what should be the
desirable behavior of a good MAC protocol, and intro-
duce the metrics we use for performance evaluation.
Figure 3 shows the qualitative throughput performance
(throughput vs. arrival rate or load) of a good and a
bad MAC protocol. A good MAC protocol achieves
a throughput that increases with load up to a certain
point, and then remains constant with increasing load.
The higher the point at which the throughput saturates,
the better. A bad MAC protocol, on the other hand,
may become congested even for moderately high
arrival rates, and its throughput may actually decrease
with increasing load. Note that the behavior of the
MAC protocol to the right of the point of maximum
throughput is of secondary importance because
arguably, a congestion control mechanism at a higher
layer, will try to maintain the network to the left of this
point. The first metric we use for comparison, is the
average end-to-end throughput defined as the average
amount of the data payload bits that are delivered from
the source to the destination (end-to-end) in unit time.

Fig. 3. Qualitative throughput of a MAC protocol.

However, as we shall see later, it is possible for a
MAC protocol, to have a good throughput performance,
but discard an unduly high number of packets at the link
layer close to saturation. Thus, in addition to having a
good throughput performance, a good MAC protocol
also needs to be reliable. In order to capture the reli-
ability of MAC protocols, we use a second metric for
comparison, viz., the average link layer packet loss de-
fined as the average amount of the data payload bits
that are dropped before reaching the destination. Note
that we do simulate all the protocols with the same retry
mechanisms as in IEEE 802.11, so that the link layer
packet loss is the amount of packets that are dropped
after the maximum number of retries. In the case of RI-
BTMA, since there is no link layer acknowledgment,
a packet can be retried if the RTS collides, but it is lost
if the DATA packet collides. To summarize, a good
MAC protocol achieves a throughput performance like
that shown in Figure 3 while maintaining a low rate of
link layer packet losses.

4.1. Scenario 1

We now move on to our simulation study. Our first sce-
nario is based on a simple topology (see Figure 4) to
illustrate the potential impact of hidden nodes, and link
layer congestion. The distances between the nodes are
as indicated. We operate the network at a data-rate of
2 Mbps. Based on the parameters chosen (see Table I),
node 1 is a hidden node for the transmitter–receiver pair
of node 4 and node 3, and node 4 is a hidden node for
the pair of node 1 and node 2. We consider two one-hop
flows, labeled flow 1 and flow 2, as shown. The simula-
tion experiment consists of simulating the three MAC
protocols for this topology, with Poisson packet arrivals
with equal rates for both flow 1 and flow 2. Each sim-
ulation run is 1000 simulation seconds long. The total
packet arrival rate is varied from 0 to about 2500 kbps.
Each protocol is simulated with the BEB contention
resolution algorithm with a minimum backoff window

Copyright © 2006 John Wiley & Sons, Ltd. Wirel. Commun. Mob. Comput. 2006; 6:745–760
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Fig. 4. Scenario 1: Topology (left); throughput of flow 1 for various protocols (right).

of 32 slots and a maximum of 1024 slots. The through-
put achieved by flow 1 (the throughput for flow 2 is
almost identical), as a function of its arrival rate, for
different protocols is shown in Figure 4. Figure 4 also
shows the throughput for the 2CM protocol which will
be introduced in the next section.

As seen in Figure 4, IEEE 802.11 shows a very poor
throughput performance, achieving a total throughput
of less than 30% of that achieved by RI-BTMA. The
reason for this can be explained by considering the
following sequence of events. Consider Figure 4 and
let flow 1 be active following an RTS/CTS dialog.
Thus, node 2 is receiving a DATA packet from node 1.
Now, node 4 is a hidden node for flow 1, and further
it cannot decode any CTS messages from node 2,
and could cause a collision at node 2, by sending an
RTS request to node 3. Not only does this cause a
collision at node 2, but since node 3 is exposed to
the transmission of node 1 which is active, it cannot
interpret the RTS message. This leads node 4 to

reattempt multiple RTS transmissions, till the data
transmission from node 1 is concluded. This is the
link layer congestion problem explained in Section
3. RI-BTMA and DUCHA are unaffected since the
busy-tones successfully prevent hidden nodes from
transmitting, and hence exhibit a good throughput
behavior (refer to Figure 3). DUCHA achieves only
about 60% of the throughput of RI-BTMA, because of
the bandwidth penalty involved in using an additional
control channel. We have not shown the link layer
packet loss experienced by the protocols, since in this
scenario, the packet losses are insignificant.

4.2. Scenario 2

Now let us consider a similar but more interesting
scenario to illustrate the potential impact of the link
layer congestion problem (Figure 5). The flows are
named as indicated. Packets arrive at the source of
these flows according to a Poisson distribution. The

Fig. 5. Scenario 2 Topology (left); throughput of flow 1 for various protocols (right).
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network is operated at 2 Mbps. Again, the arrival rates
of the three flows are taken to be equal and varied
from 0 to 2500 kbps. Each protocol is simulated at a
given arrival rate, for 1000 simulation seconds, and
with the BEB algorithm as earlier. The throughput
curves from this experiment are depicted in Figure 5.
Again, we show only the throughput achieved by
flow 1, since the throughput achieved by the other
two flows is almost identical. Note the similarity of
Figure 5 to Figure 4. The explanation for the poor
performance of IEEE 802.11 is the same as discussed
earlier.

In the case of RI-BTMA, despite its good through-
put performance, our simulations reveal the following
problem. Consider RI-BTMA, and consider flow 1 to be
active. Thus, node 1 is transmitting a data message, and
node 2 is asserting a busy-tone signal. This busy-tone is
perceived by node 3, but cannot be perceived by node 5.
Hence, node 5 could initiate a communication by send-
ing a request packet to node 6. However, since node 6 is
exposed to the data transmission from node 1, it cannot
receive the request packet correctly. This leads node
5 to reattempt the request multiple times, till the con-
clusion of the data transmission of flow 1, frequently
leading to packet discards. Thus, in this scenario, RI-
BTMA suffers from the link layer congestion problem.
Although, we do observe this phenomenon repeatedly
in the simulation traces, it still does not bring about any
perceptible degradation in throughput. Again, we have
not shown the link layer packet loss experienced by the
protocols, since the packet losses, in this scenario, are
insignificant.

In IEEE 802.11, the problems of link layer conges-
tion and hidden nodes, compound each other and bring
about severe throughput degradation, as seen in both the
above scenarios. However, as seen above in scenario 2,
the link layer congestion problem may have a limited
impact, in a protocol which mitigates the hidden node
problem considerably (in this case, RI-BTMA).

4.3. Scenario 3: Impact of Physical Channel
Model

Now we consider a scenario to illustrate the impact of
the physical channel model (Figure 6). This is again

a three flow scenario, with distances, node labels, and
flow labels, as indicated. Again, the network is operated
at 2 Mbps. We carry out exactly the same simulation
experiment as in the previous two scenarios, and ob-
serve the throughput achieved by the three flows. Based
on the combination of distances chosen, the following
facts will help the reader understand the scenario bet-
ter. Node 2 is completely immune to collisions due to
its close proximity to node 1. Node 3 can receive an
RTS packet from node 4, but not a DATA packet when
node 1 is transmitting. This is because a DATA packet
transmitted at 2 Mbps needs a higher SINR for correct
reception than an RTS packet transmitted at 1 Mbps.
When both node 1 and node 6 transmit, node 3 cannot
receive any transmission from node 4. Node 5 can re-
ceive an RTS packet from node 6, in all circumstances,
but not a DATA packet if node 4 is transmitting, again
because a DATA packet requires a greater SINR for
reception. In case of busy-tone-based protocols, node
4 cannot perceive the busy-tone asserted by node 2 or
node 5 individually, but it can perceive the busy-tone
if both node 2 and node 5 assert it simultaneously.

To illustrate the impact of the physical channel
model, we perform the same simulation experiment
with a capture threshold model at the physical layer.
We use the same parameters as in Table I, except for
the following. Note that the capture threshold model
uses a signal-to-noise threshold (commonly called
RxThresh) and a capture or signal-to-interference
threshold (commonly calledCpThresh), instead of an
SINR threshold. We take RxThresh and CpThresh
in the capture threshold model, to be equal to the SINR
threshold in the additive interference model. To be pre-
cise, if the SINR threshold is 15 dB (say), then the re-
ceived signal power has to be greater than the noise by
15 dB, and greater than the interference from each indi-
vidual node by 15 dB, to be correctly received under the
capture threshold model, whereas it has to be greater
than the sum of the noise and all the interference by
15 dB, to be correctly received under our additive in-
terference model. One would expect the capture thresh-
old model to overestimate the achievable throughput.
Indeed, the total throughput achieved by the different
protocols, as a function of the total arrival rate is shown
in Figure 7. As can immediately be noted, the capture

Fig. 6. Scenario 3.
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Fig. 7. Scenario 3: total throughput achieved; additive model (left); capture threshold model (right).

threshold model not only overestimates the throughput
performance of all the protocols, but, even worse, it
also gives different qualitative results.

There are several other noteworthy points to be ex-
plained here. First, note the penalty in bandwidth paid
by DUCHA, to employ the additional control chan-
nel. The total throughput it achieves is only about as
high as that of IEEE 802.11, under both the physi-
cal layer models, except under very high load with
the capture threshold model. This is consistent with
what can also be observed in Figures 4 and 5, where
again DUCHA achieves a significantly lower through-
put than RI-BTMA and 2CM. We also observed that
DATA packet collisions are inevitable under an addi-
tive model of interference, whereas they are completely
prevented by RI-BTMA, DUCHA, and 2CM, under the
capture threshold model. An important consequence of
this is that since RI-BTMA does not have a link layer
acknowledgment mechanism, the collided packets are
directly lost at the link layer, under the additive interfer-
ence model. Although the proportion of DATA packet
collisions was not found to be significant, in RI-BTMA,
DUCHA, and 2CM, in these simple scenarios, we
expect it to aggravate in larger scenarios (as we shall
see later, in Section 6).

Finally, the problem of DATA packet collisions, is
further compounded in RI-BTMA due to the following
problem which can only be observed under an addi-
tive model of interference. Refer to Figure 6, and con-
sider flow 1 to be active. Although node 2 is asserting a
busy-tone, it cannot be perceived at node 4. Now sup-
pose node 4 and node 6 transmit an RTS to node 3
and node 5, respectively, at about the same time. Since
node 3 is exposed to the transmission from node 1, it
does not receive the RTS and makes no reply. How-
ever, node 5 receives the RTS successfully and asserts

a busy-tone. Due to the collective power of the busy-
tones from node 2 and node 5, node 4 begins perceiv-
ing a busy-tone (analogous to a CTS in RI-BTMA) and
begins transmitting the DATA packet. This results in a
collision at node 3 and also at node 5, and both the
DATA packets are lost immediately without even being
retried, since RI-BTMA has no link layer acknowledge-
ment mechanism. Note that we have not shown the link
layer packet loss experienced by the protocols, since the
packet losses are not significant, in this scenario.

So far, we have looked at the performance of IEEE
802.11, RI-BTMA, and DUCHA in three scenarios,
and made certain observations which provide the mo-
tivation for our two channel MAC protocol (2CM).
Specifically, the link layer congestion problem is not
significant enough to warrant the use of an additional
control channel to solve it. Second, since busy-tones are
analog signals, it is quite risky to use them as protocol
handshake messages, although they can still be effec-
tively used to silence potential hidden terminals. Fi-
nally, DATA packet collisions are inevitable. For quick
retransmission of the collided packets, a link layer ac-
knowledgment mechanism is a must. This is in contrast
with the capture threshold model, where RI-BTMA,
DUCHA, and 2CM completely prevent DATA packet
collisions. Even though DATA packet collisions did not
have a statistically significant impact, in these simple
scenarios, we expect them to be important in larger
network settings, as we shall see later in Section 6.

5. 2CM: A Two Channel MAC Protocol

In this section, we provide a detailed description of
our protocol, entitled 2CM which takes into account
all the observations made at the end of the previous
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section. Although the 2CM protocol is actually nothing
but IEEE 802.11 augmented with a busy-tone channel,
we provide a detailed description for completeness. To
deploy 2CM, we need wireless nodes equipped with
two independent half-duplex radio channels. In partic-
ular, a node can simultaneously use both the channels,
but on each one of them, it cannot transmit and re-
ceive at the same time. One of these two channels is
a logical channel (a ‘bit-pipe’), while the second one
is an analog narrowband busy-tone channel. 2CM uses
a combination of virtual carrier sensing and busy-tone
based reservation to protect DATA packets from hidden
nodes.

5.1. Protocol Messages

2CM uses four basic messages (like IEEE 802.11), viz.,
RTS, CTS, DATA, and ACK, in addition to an analog
busy-tone signal which will be referred to as BT. These
are described below:

1. Request-to-Send (RTS): The RTS message is used
for initiating a data packet transmission. It contains
the MAC addresses of the source and the destination
nodes, and a NAV field, exactly as in IEEE 802.11

2. Clear-to-Send (CTS): The CTS message is used by
the receiver node to indicate that it can receive the
data packet transmission, and it also contains the
NAV field.

3. Busy-tone Signal (BT): The busy-tone signal is used
by the receiver node to reserve the data channel and
protect itself from potential data transmissions by
hidden nodes which could collide with the current
data transmission. The busy-tone is asserted at the
same time as the receiver node starts receiving a
DATA message.

4. Data (DATA): The data message contains the ac-
tual data and includes all the higher layer protocol
headers and payload.

5. Acknowledgment (ACK): The ACK message is
used by the receiver to confirm the correct recep-
tion of the data packet. It is used as a mechanism
to trigger fast retransmissions of collided DATA
packets.

5.2. Collision Avoidance Scheme

A simplified finite state machine for 2CM is shown in
Figure 8. A node following the 2CM protocol can be
in any of the states shown in Figure 8. The actions pro-
ducing the state transitions are indicated on the arrows
that represent them. The collision avoidance scheme

Fig. 8. The finite state machine of the 2CM protocol.

described below specifies these state transitions in
detail.

A node following the 2CM protocol is by default
in the IDLE state. It maintains its own copy of the
NAV for virtual carrier sensing. The NAV keeps track of
whether the current node is potentially hidden/exposed
with respect to an on-going communication. Whenever
a node receives a protocol message meant for another
node, it infers that it could possibly be a hidden or
exposed node for that communication. The node also
copies the value of the NAV into its own NAV and
remains silent till the NAV expires. The behavior of
the node in all the protocol states is described below:
IDLE State: Upon receiving data from the higher

layers of the protocol stack, the node attempts to get
access to the channel by following the contention res-
olution algorithm. In order to initiate a transmission,
the node needs to have a zero value of the NAV, in ad-
dition to sensing no activity on the busy-tone channel.
Then, it needs to sense the main channel idle for DIFS
long (as in IEEE 802.11) before accessing the channel
through an RTS transmission. On transmitting an RTS
message, the node is now in the WAIT CTS state (Fig-
ure 8). In the IDLE state, if a node receives an RTS
message intended for itself, then it enters the HANDLE
RTS state.
WAIT CTS State: If the node receives a CTS reply,

then it proceeds to transmit the DATA packet, going into
the WAIT ACK state. If the node receives no reply for
more than SIFS long (as in IEEE 802.11), or if there is
a collision while receiving the CTS reply, then the state
times out to IDLE, where the node enters contention
resolution again.
WAIT ACK State: If the node receives an ACK

reply, then it returns to the IDLE state and dequeues
the current packet. If the node receives no reply for
more than SIFS long, or if there is a collision while
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Fig. 9. Topology (left) and throughput of flow 1 for various protocols (right).

receiving the ACK reply, the state times out to IDLE,
and it attempts to retransmit the packet according to
the contention resolution algorithm.
HANDLE RTS State: If after SIFS long, the node

has a non-zero NAV, or perceives some activity in the
busy-tone or main channel, it makes no reply, and re-
turns to the IDLE state. Otherwise, it replies with a
CTS message, and enters the WAIT DATA state.
WAIT DATA State: If the node begins receiving the

DATA packet before SIFS long, it asserts the busy-tone
until the completion of the DATA packet. On correct
reception, the node sends an ACK message and passes
the packet to higher layers. If there are any errors or a
collision, or if the node receives no reply for more than
SIFS long, then it merely returns to the IDLE state.

This specifies the collision avoidance scheme used
in 2CM.

As already substantiated by the results in Figures 4,
5, and 7, 2CM is a very efficient protocol. In the next
section, we carry out a more thorough performance
comparison of 2CM with IEEE 802.11, RI-BTMA, and
DUCHA, in a variety of realistic multi-hop scenarios,
to better illustrate its advantages.

6. Performance Evaluation

By means of Sections 4 and 5, we have understood
the relative impact of the problems affecting collision
avoidance, and recognized the importance of using an
accurate physical channel model. We have also mo-
tivated and introduced the 2CM protocol, which per-
forms very well in the scenarios discussed in Section 4.
Now, we look at larger and more complicated multi-hop
network scenarios, to thoroughly evaluate all the MAC
protocols under consideration. Again the simulations

are carried out under the additive model introduced in
Section 3, with the parameter values from Table I in
Section 4.

6.1. Cost of an Additional Control Channel

This scenario illustrates the potential cost of using an
additional control channel, as in DUCHA. Consider the
simulation topology shown in Figure 9. As indicated,
we consider two multi-hop flows. Flow 1 is a flow from
node 0 to node 5, and is routed via nodes 2, 3, and 4, in
that order, while flow 2 is from node 6 to node 1, via
nodes 4, 3, and 2, in that order. The network is oper-
ated at 2 Mbps with the BEB algorithm, and as earlier,
the simulation experiment consists of simulating each
MAC protocol, with Poisson packet arrivals with equal
rates for both flow 1 and flow 2. The flow arrival rate
is varied from 0 to about 1000 kbps, and for each given
arrival rate, the network is operated for 1000 simulation
seconds.

The throughput curves for the four protocols with the
BEB algorithm are plotted in Figure 9. The first point to
note is that surprisingly, IEEE 802.11 achieves a better
performance than DUCHA. Although the throughput
curves of RI-BTMA and DUCHA are of similar
nature, DUCHA suffers a huge throughput penalty
owing to the use of its additional control channel. The
throughput, in the case of RI-BTMA and DUCHA
rises smoothly with the arrival rate until a certain
point, beyond which the throughput rapidly decreases.
The reason for this ‘bad’ behavior (as in Figure 3) is
the following. Consider the neighborhood of node 2 in
Figure 9. We find that the link from node 0 to node 2,
achieves greater throughput at the expense of the other
neighboring links (node 2 to node 1, node 2 to node
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Fig. 10. Topology and a few flows (left); total throughput—additive model (center); total throughput—capture threshold model
(right).

3, etc.), thereby driving the overall flow throughput
down. This is an undesirable consequence of the BEB
contention resolution algorithm. In the case of IEEE
802.11 and 2CM, the throughput rises up to a certain
point and then stays constant with increasing load. Both
IEEE 802.11 and 2CM are able to avoid any problems
due to the unfairness of BEB, in this scenario. As can
be seen, 2CM combines the handshake mechanism of
IEEE 802.11 with the busy-tone employed by the other
two protocols, to achieve the best of both approaches.

6.2. Impact of Physical Layer Model

Next we consider a 50 node random topology shown
in Figure 10, to further illustrate the impact of the
physical layer model. In Section 4, we used a simple
three flow scenario to show that (i) DATA packet colli-
sions are inevitable, and (ii) protocol handshakes based
on the busy-tone are prone to misinterpretation. How-
ever, we noted that the proportion of DATA packets
lost consequently, was not significant. In this scenario,
these problems come to light more emphatically. In the
node topology shown in Figure 10, end-to-end flows
are formed by connecting 25 of the 50 nodes to the

other 25, randomly. In order to route the packets from
the source to the destination of each flow, we employ
a static shortest path routing algorithm. We have not
implemented a routing protocol, but we simply store
the relevant route information in the nodes, at the be-
ginning of the simulation. Figure 10 indicates a few of
the 25 flows. Again, we operate the network at 2 Mbps.
All protocols use the BEB contention resolution algo-
rithm. Each flow receives Poisson packet arrivals with
equal rates. The total arrival rate is varied from 0 to
about 5 Mbps, and the network is operated for 1000
simulation seconds for a given arrival rate.

The throughput curves for the four protocols are
plotted in Figure 10. Compare the throughput curves
in the center for the additive model, with the ones
on the right for the capture threshold model. It can
immediately be noted that in this scenario, not only
is the throughput overestimated considerably by the
capture threshold model, but also there are qualitative
differences too. In particular, RI-BTMA achieves
almost twice the throughput with the capture threshold
model, as compared with the additive model. Another
important aspect of the differences in the physical
channel models, is illustrated in Figure 11 which shows

Fig. 11. Total packet loss: additive model (left); capture threshold model (right).
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Fig. 12. Ad hoc network (11 Mbps): throughput (left) and packet loss (right).

the total packet loss experienced by the protocols as
a function of the arrival rate. Comparing the curves
for the additive model on the left, with those for the
capture threshold model on the right, we see that
RI-BTMA experiences a tremendous amount of packet
loss at the link layer, which is underestimated by a
factor of almost 6 by the capture threshold model. The
problems we identified with RI-BTMA in Section 4
get aggravated drastically in a larger multi-hop setting
with more concurrent transmissions. Due to several
concurrent transmissions, not only do DATA packet
collisions become inevitable, but also transmitters
repeatedly infer a busy-tone CTS incorrectly, and
transmit DATA packets even though the receiver is not
actually ready. RI-BTMA is simply not an acceptable
alternative for such scenarios. Among the others, 2CM
achieves the overall best throughput performance,
with reasonably low packet losses.

6.3. Effect of Higher Data-Rates

Figure 12 depicts the throughput and loss characteris-
tics of a 50 node 11 Mbps random ad hoc network (its
topology is different from that shown in Figure 10).
Again, 25 flows are chosen by randomly pairing the
50 nodes, and the routing is carried out statically as
earlier. The simulation experiment is exactly as before.
Figure 12 confirms what we have seen so far. DUCHA
experiences an overall low throughput due to its control
channel, while RI-BTMA experiences a high amount
of packet losses at the link layer. 2CM again offers a
good throughput performance without sacrificing link
layer reliability, unlike RI-BTMA.

The simulation results of the three scenarios pre-
sented in this section, confirm the observations we
made in Section 4. Further, we clearly see that the 2CM

protocol is a very efficient protocol with the following
desirable features:

1. 2CM uses the busy-tone signal in conjunction with
the RTS/CTS of IEEE 802.11, to considerably mit-
igate the hidden node problem.

2. It does not waste any bandwidth in terms of addi-
tional control channels.

3. Finally, it provides a reliable packet-based link layer
acknowledgment mechanism.

We also note that the importance of a realistic phys-
ical channel model, cannot be overemphasized. With
a capture threshold model, RI-BTMA appears to be
a very effective protocol. However, under closer eval-
uation with a more realistic physical channel model,
this conclusion breaks down. Indeed, phenomena like
DATA packet collisions, or misinterpretation of busy-
tone based protocol handshakes, which can happen in
reality, can be observed only under an additive interfer-
ence based channel model. As the deployment scenar-
ios for wireless networks become more complicated,
the details of the physical layer can no longer be ig-
nored by the network designer.

7. Conclusion

The performance of multi-hop wireless networks de-
pends on the efficiency and robustness of the under-
lying protocols, most notably, the MAC protocol. In
order to select an efficient and robust MAC protocol,
it is critical that we understand the various problems
affecting performance, and their relative significance.
Moreover, as deployment scenarios for these network
become more and more complicated, it is essential to
use accurate models of the physical layer, to prevent
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being misled. We believe our work is a significant step
in this direction. Based on a careful study of some of
the currently proposed MAC protocols, we are able
to understand the relative importance of some of the
well-known problems affecting MAC protocols. The
success of our approach is best illustrated through the
good performance of our proposed 2CM protocol, in a
variety of scenarios.

While our work is an important step, it also raises
several questions. The performance of a MAC proto-
col depends not just on the collision avoidance mecha-
nism used, but also on several other factors such as the
network topology, the routing, the contention resolu-
tion algorithm, and the tuning of the protocol parame-
ters such as the busy-tone power level. Clearly through
careful tuning, the performance of a MAC protocol can
be improved on a scenario-to-scenario basis. However,
we feel that a protocol such as 2CM has just the right
combination of features. Coupled with an understand-
ing of how the topology, routing, and contention res-
olution impact performance, a protocol based on the
framework of 2CM can be expected to perform consis-
tently well in any scenario.

AppendixA: Additional Material

RI-BTMA

RI-BTMA or received-initiated BTMA [2] is a gener-
alization of BTMA for multi-hop wireless networks.
The principle of this protocol is very simple. A node
wishing to initiate a transmission, sends a short con-
trol message (similar to RTS in IEEE 802.11) to its
intended recipient, provided it cannot hear any busy-
tone signal. If the receiver node can hear the request
message without collisions, it responds by asserting a
busy-tone signal. The busy-tone signal serves the dual
purpose of letting the transmitter know the readiness
of the receiver (like a CTS in IEEE 802.11), and of
silencing nodes which may cause a collision at the re-
ceiver. The transmitter node responds by sending the
data message, and the receiver node continues to assert
the busy-tone for the entire duration of the data mes-
sage. Upon conclusion of the data message, the receiver
stops the busy-tone. Since the busy-tone is asserted for
the entire duration of the data message, it is more ef-
ficient than a CTS message as in IEEE 802.11, which
could be ‘missed,’ as discussed in Section 3. RI-BTMA
is susceptible to link layer congestion as explained in
Section 4, and also does not provide a link layer ac-
knowledgment for a data transmission.

DUCHA

DUCHA [3] proposes to use a total of three channels
for communication. The first is a data channel which is
used only for data communication, the second is a con-
trol channel which is used for exchanging RTS, CTS,
and NCTS (not-clear-to-send) messages, and the third
is a narrowband, busy-tone channel which is used to
assert a busy-tone. To initiate a communication, the
transmitter node sends an RTS message in the con-
trol channel, provided it cannot perceive any busy-tone
power. If the RTS is received collision-free, the receiver
responds with a CTS message, provided it does not
perceive any activity in the data channel. If the data
channel is perceived active at the receiver, it responds
with an NCTS message which informs the transmitter
an estimate of when the receiver might become avail-
able. After a successful RTS-CTS dialog, the transmit-
ter sends the data message, during the entire duration
of which the receiver node asserts a busy-tone signal.
Incorrect reception of the data message is notified to
the transmitter, by a NACK message which is nothing
but the busy-tone signal of the receiver that continues
to be asserted after the data transmission is over. Since
DUCHA uses an additional logical control channel, the
overall channel bandwidth needs to be split appropri-
ately between the data and the control channels. The
separation of the control channel from the data chan-
nel, and the use of the NCTS message, mitigate the link
layer congestion problem considerably, by alerting the
transmitter to retry later.
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