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Abstract

Among all the issues that CMOS scaling has faced, increased power consumption in general and leakage power in particular are among the most important issues that the VLSI designers have to address. Due to the strong correlation between power consumption and operating temperature, increased power consumption compromises the reliability, functionality and performance of the circuits, either during chip normal operating condition or during test and reliability screening. Thermal modeling of high-performance circuits and systems is a crucial factor in order to achieve reliable and power-saving designs. The VLSI community currently lacks a way to model temperature at any level of design other than low-level circuits. The accuracy of thermal modeling has a substantial effect on the accuracy of thermal management studies of the processor architecture. Without this essential modeling capability, architecture researchers are limited to inaccurate estimation techniques, which will not be suitable for the thermal management of high performance circuits. In this thesis some of these issues are discussed and new models and associated CAD tools are developed. Various techniques at the circuit and system levels are explored.

In this thesis, a technique for junction temperature estimation is developed. Using this technique, the increase in the normalized junction temperature with scaling under nominal and burn-in conditions was predicted. This thesis also provide a new insight into the concept of thermal runaway and how it may best be avoided. Finally an electro-thermal tool was developed to study the low temperature operation of the high performance processors, while incorporating different techniques at circuit, and system levels. In this tool all the physical parameters of the chip at device, circuit and system level was incorporated and the tool was calibrated to an actual microprocessor.
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Chapter 1

Introduction

1.1 Evolution of CMOS Technology

The ability to improve performance with reduced power consumption per logic gate made CMOS the dominant technology for integrated circuits. Transistor scaling is the primary factor driving speed performance improvement in both microprocessors and memories. Historically, CMOS technology scaling per technology node has:

- Reduced the gate delay by 30% allowing an increase in maximum clock frequency of 43%.
- Doubled the device density.
- Reduced the parasitic capacitance by 30%.
- Reduced the energy and active power per transition by 65% and 50%, respectively [15][72][81].
To achieve this, transistor width, length, and oxide dimensions were scaled down by 30%. As a result, the chip area was decreased by 50% for the same number of transistors, and total parasitic capacitance was decreased by 30%. Recent data on microprocessor operating frequencies show this trend [72]. Figure 1.1 shows the evolution of Intel microprocessor operating clock frequency and gate delays per clock since 1987.

![Figure 1.1: Processor frequency trend adopted from [72].](image)

The classic scaling described above has not been strictly followed in commercial products. Classic scaling has served as an essential blueprint describing the major features observed over the period from roughly 1981 to 2001. Figure 1.2 shows a collection of published industry results for electrically-equivalent transistor gate-oxide thickness ($T_{OX}$), threshold voltage ($V_T$), and power supply voltage ($V_{DD}$), all plotted against the reported gate length ($L_{GATE}$). Dashed lines show the classic scaling trajectories for these parame-
ters as well. Taking gate length as a measure of the lithography scale, one can immediately see that $V_{DD}$, $V_T$, and, to a lesser extent, $T_{OX}$ have decreased more slowly than $L_{GATE}$, while $I_{DSAT}$ has actually increased rather than remaining fixed (as in classic scaling). The right-hand side of the figure shows the same $V_T$ and $T_{OX}$ data as the left-hand side, except with $V_{DD}$ as the abscissa. Note that $T_{OX}$ and $V_T$ fall relatively close to scaling in proportion to $V_{DD}$ (as they would in classic scaling). This suggests that the deviations from classic scaling have been driven primarily by $V_{DD}$, which has itself decreased more slowly than $L_{GATE}$. In the early part of this time span (1$\mu$m to 0.5$\mu$m), a reluctance to leave the widely accepted industry-standard $V_{DD}=5.0V$, inherited from Transistor-Transistor Logic (TTL), substantially retarded $V_{DD}$ reduction. As the transition to a 3.3V standard gained momentum, an increased emphasis on performance and power resulted in circuit board designs with more flexibility for $V_{DD}$; these, in turn, allowed CMOS process technology developers the freedom to optimize $V_{DD}$ scaling for power and performance to a greater degree.

A given technology point defined by specific values of $T_{OX}$ and $L_{GATE}$ will nearly always deliver greater performance as $V_{DD}$ is increased (roughly in direct proportion to $V_{DD}$), so as gate dielectric learning in the industry accelerated, the acceptable ratio of $V_{DD}/T_{OX}$ increased steadily in this next era, giving rise to a continued mismatch in $L_{GATE}$ and $T_{OX}$ reduction rates. Thus, $V_{DD}$ continued to decrease more slowly than $L_{GATE}$.

The other item of note in Figure 1.2 is the behavior of $V_T$. A large scatter in $V_T$ is seen, due in part to variability in reporting practices (nominal vs. fast process, $V_T$ definition, etc.). However, to a good approximation, $V_T$ scaled in proportion to $V_{DD}$. This is probably largely a consequence of practical CMOS device and circuit considerations, including circuit stability, noise immunity, and the engineering of short channel effects to acceptable levels of control. These observed behaviors are seen to give rise to a number of practical problems
that pose challenges to further CMOS scaling [62].

The supply voltage and transistor threshold voltages ($V_T$) are also reduced by 30% under the constant electric field scaling scenario. $V_T$ must be scaled to maintain a sufficient gate overdrive ($V_{DD} - V_T)^n$ where $n$ varies between 1 and 2 [3]. $V_T$ scaling has serious impact on increased leakage current. Sub-threshold leakage is an inverse exponential function of $V_T$, so that the chip leakage power increases exponentially with technology scaling.

Figure 1.2: Published industry trends (data points) are compared to classic scaling (dashed curves) [62].
1.2 Issues in Product Quality and Reliability

The reliability and quality of electronic products counts for 50% of the total cost of the product. High reliability products not only ensure that the field maintenance cost is as low as possible, but also ensure the functionality of the systems that are intolerable to failures. The quality of the products is examined by extensive test procedures prior to the shipment of the product. Reliability is the probability that an object will function satisfactorily under given conditions for a given time without failure. Reliability engineering is becoming increasingly important for the competitive success of industry. Effective reliability estimation and improvement requires a fairly sophisticated set of skills. The scaling down of devices in advanced VLSI circuits has created major reliability problems. Some of the mechanisms that are affecting the reliability of electronic devices are latchup, electrostatic discharge (ESD), hot carrier effects, thin dielectric breakdown, and electromigration. Screening and accelerated tests are carried to detect early life failures and estimate the mean time to failure of the product. Optimization of these tests is an important factor in maximizing the yield while maintaining the effectiveness of the tests.

1.3 Thermal Issues in High Performance Processors

Power dissipation limits have become a major constraint in the design and thermal management of high performance circuits such as processors. Off state leakage current is an increasing percentage of the total current at the 130-nm and sub-100 nm nodes under nominal conditions and is expected to increase further with scaling. For 130-nm technology the leakage power is 20% to 50% of the total power in high performance microprocessors, such as Intel’s Pentium 4, and is expected to increase to even more than 50% for sub-100 nm technologies. Figure 1.3 illustrates the increase in total power consumption and the
increasing percentage of off state leakage current at the 130 nm and 100 nm nodes.

![Power density trend](image)

**Figure 1.3:** Power density trend adopted from [72]. Assumptions: 15 mm² die, 1.5x frequency increase per generation.

Moreover, in a reliability screening environment (e.g. burn-in) where ICs are tested under voltage and temperature stress, the ratio of leakage to active power becomes adverse and increases the probability of thermal runaway. These issues must be addressed at the architectural, circuit design and packaging levels. In other words, thermal management in high performance VLSI circuits will become an integral part of design, test, and manufacturing.
1.4 Thesis Overview

This thesis is organized in six chapters. After this introduction, chapter 2 describes burn-in as a reliability screening test and discusses the burn-in issues with respect to technology scaling. In chapter 3, after reviewing the concept of thermal resistance in CMOS, a novel technique is introduced to estimate the junction temperature in normal and burn-in conditions. Later in this chapter burn-in optimization with respect to reliability and yield is discussed. Thermal runaway as a threat to the yield of VLSI chips during burn-in is discussed in detail in chapter 4. A self-consistent electro-thermal modeling tool was developed to study the tradeoffs of low temperature operation. Chapter 5 describes this model and presents the result of a low temperature operation study. Finally, the conclusion and future work are presented in chapter 6.
Chapter 2

CMOS IC Technology Scaling and Its Impact on Burn-in

The total power consumption of high performance microprocessors increases with scaling. Off state leakage current is an increasing percentage of the total current at the 130 nm and sub-100 nm nodes under nominal conditions. The ratio of leakage to active power becomes adverse under burn-in conditions and the off state leakage can become the dominant power. Typically, clock frequencies are kept in the tens of MHz range during burn-in resulting in a substantial reduction in active power. On the other hand, the voltage and temperature stresses cause the off state leakage to be the dominant power component.

Stressing during burn-in accelerates the defect mechanisms responsible for early life failures. Thermal and voltage stresses increase the junction temperature resulting in accelerated aging. Elevated junction temperature, in turn, causes leakage to further increase. In many situations, this may result in positive feedback leading to thermal runaway. Such situations are more likely to occur as technology is scaled down to the nano meter regime. Thermal runaway increases the cost of burn-in dramatically. Other than thermal runaway,
another issue with over stressing the chip is that the useful life of the chip will be shorter than it was planned for and this raises the long-term reliability issues. Hence, the temperature and voltage stress must be carefully optimized and tailored for any chip exposed to burn-in conditions.

2.1 What is Burn-in?

Component failure mechanisms and failure phenomena have been studied for a long time. Through experience and much data gathered by researchers and practitioners, component failure rates have been shown to follow the traditional bathtub curve.

The traditional bathtub curve (Figure 2.1) depicts component life in three stages. During the first stage, the failure rate begins high and decreases rapidly with time. This stage is known as the infant mortality period, and it has a decreasing failure rate (DFR). The infant mortality is mostly due to latent reliability defects. The infant mortality period is followed by a steady-state failure rate period, which is usually long and has a constant failure rate (CFR). This second stage is called the normal operating life and this is the period that the device will operate under normal conditions. Finally, the curve ends in the third stage, a period of wearout with an increasing failure rate (IFR). This is the period of aging. It is common for electronic devices to follow the traditional bathtub failure pattern.

2.1.1 Infant Mortality

Generally, a reasonable definition of the infant mortality period includes all failures prior to the normal operating period of the device life with its relatively stable and low steady state failure rate. The infant mortality period of the life cycle results from failures in a weak sub-population of the devices. The percentage of the weak sub-population (usually
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Figure 2.1: Bathtub curve [53].

a small percentage), varies with the component type and the manufacturing lot, even for the same manufacturer. Factors contributing to the infant mortality include:

- Surface anomalies, for example: corrosion, contamination, and electromigration.
- Moisture entry.
- Quality defectives such as poor workmanship, irregularities, and process deviations.
- Electrostatic discharge.
- Random failures.

The above problems cannot be entirely eliminated, although good design and manufacturing help considerably. The distribution function of the infant mortality stage has been modeled as a Weibull distribution, a log-normal distribution, a non-homogeneous Poisson process, and a empirical distribution.
2.1.2 Why Burn-in?

In principle, burn-in is a process of eliminating defective parts from the production batch. The final tests that separate functional ICs from nonfunctional ones, in effect, are screening tests. However, ICs with defects that function marginally may not be eliminated by such screens and would end up in the field and begin to fail very early in the life of the system. The failure of these weak parts gives rise to the high initial failure rates commonly observed in the infant mortality period. A process of detection and elimination of such devices is called reliability screening.

Burn-in is a reliability screening method which requires acceleration of the mechanisms that give rise to infant mortality. The concept of the screening process is to accelerate the failures until the surviving population would begin its operational life with the low failure rates corresponding to the middle steady region of the bathtub curve. Temperature, voltage bias, and a combination of the two are often used as stresses to accelerate failures. The test conditions are selected depending on the nature and degree of the failure mechanisms causing infant mortality.

2.1.3 Burn-in Procedures

Traditionally, the burn-in procedure is executed prior to a final functional test procedure that weeds out the parts that have impaired functionality and/or high leakage current from the stresses during burn-in. Burn-in systems are designed to test hundreds of units in parallel over a period of many hours with operating frequencies in the tens of MHz range. There are three basic implementation methods for burn-in:

- Final package burn-in, where dies are packaged into their final destination packages and are subjected to burn-in at temperatures within the package thermal design
constraints.

- Die level burn-in, where dies are placed into temporary carriers before they are actually packaged into their final form, thus reducing the cost of waste associated with added packaging.

- Wafer level burn-in (WLBI), where dies are tested while still in wafer form.

The last method potentially offers the greatest cost savings by eliminating the packaging waste cost. The first method offers the most reliable final product since package-related reliability issues are also taken into account. However, this method is expensive since fewer packaged devices can be burnt-in simultaneously, and post burn-in loss includes packaging cost. WLBI is relatively inexpensive, but it results in a relatively less reliable product since packaging related reliability issues are not addressed. Finally, the die-level burn-in with temporary carriers offers a compromise between the other two methods.

### 2.1.4 Static and Dynamic Burn-in

In static burn-in, dies are loaded into burn-in board (BIB) sockets; the BIBs are placed in the burn-in oven. The burn-in system applies power to the devices and heats them to $125^\circ C - 150^\circ C$ for periods ranging from 12 to 24 hours. In static burn-in, the device under test (DUT) is powered but inputs are not toggled.

Dynamic burn-in mimics the static burn-in process, but also stimulates the DUT address, data, and clock inputs at a reduced rate (10-30 MHz) determined by the relatively cheap electronics of the burn-in tester. Under dynamic conditions, circuit nodes are toggled ensuring that voltage stress is applied to various transistors. Neither static nor dynamic burn-in monitors the DUT responses during the stress. Weak die destroyed by the burn-in
process are not detected until a subsequent functional test stage. "Intelligent" burn-in systems not only apply power and signals to DUTs; they also monitor the DUT outputs.

The Test During Burn-in (TDBI) method can guarantee that devices undergoing burn-in are indeed powered and that input test vectors are being applied. In addition, TDBI can perform some test functions. Detailed information about different burn-in methods and features of burn-in ovens can be found elsewhere [76][19][39].

2.2 Reliability Issues and Acceleration Factors

The effects of temperature and $V_{DD}$ on microelectronic devices are often assessed by accelerated tests carried out at high temperature and voltage to generate reliability failures in a reasonable time period. Burn-in is often used as a reliability screen to weed out infant mortalities. Weak gate oxides are one of the major components of such failures. These failures are accelerated due to elevated electric field and temperature. Several dielectric breakdown models exist in the literature that can describe intrinsic as well as the defect-related breakdown. In the next subsections, we consider some widely used models. It is apparent that electric field and junction temperature influence the time to breakdown of a gate oxide. Metal failures are another typical reliability failure mechanism activated by burn-in. Most metal failures are due to electromigration [63][35] or stress voiding [35].

2.2.1 Time-Dependent Dielectric Breakdown Models (TDDB) - Gate Oxide Breakdown Models

The fundamental physical mechanisms of gate oxide breakdown are divided into two groups: intrinsic and extrinsic oxide breakdown mechanisms. The intrinsic oxide breakdown and wearout refers to defect-free oxide. The failure mechanism can be defined at the critical
density of accumulated charge traps in the gate oxide through which a conductive path is formed from one interface to the other. The extrinsic breakdown refers to defects in the oxide whose failure mechanisms are the result of plasma damage, mechanical stress inside of oxide film, contamination, hot carrier damage, or oxide damage by ion implantation. The extrinsic damages in gate oxide typically appear during relatively short time burn-in testing (e.g. 12 hours). Both breakdown mechanisms appear during burn-in as well as life in testing [56][92].

The E and 1/E models are widely used in intrinsic gate oxide reliability predictions for oxide thickness greater than 50Å. Both models have a known physical basis. The E-model is expressed as:

$$t_{bd} = A \exp(-\gamma E) \exp\left(\frac{E_a}{kT_j}\right)$$

(2.1)

where $t_{bd}$ is the time to breakdown, $A$ is a constant for a given technology, $\gamma$ is the field acceleration parameter, $E$ is the oxide field, $E_a$ is the thermal activation energy, $k$ is Boltzman’s constant, and $T_j$ is the junction temperature (K). Based on the E-model, increasing electric field across the gate oxide will decrease the time to break down.

On the other hand, the researchers have argued that the breakdown process is a current driven process, thus $t_{bd}$ should be dependent on $1/E$. The 1/E model predicts:

$$t_{bd} = \tau_0 \exp\left(\frac{G}{E}\right) \exp\left(\frac{E_a}{kT_j}\right)$$

(2.2)

where $\tau_0$ and $G$ are constants, $E$ is the oxide electric field, $E_a$ is the activation energy, and $T_j$ is the junction temperature. The 1/E model implies that the dielectric will not degrade in the absence of electric field. The 1/E model ignores important thermal/diffusional processes that are known to degrade all materials over time, even in the absence of an electric field.

To increase the drive current and to control the short channel effects, the gate oxide thickness should decrease at each technology node. Experimental measurements of the
time to breakdown of ultra thin gate oxides with thickness less than 40 Å show that the conventional E and 1/E TDDB models cannot provide the necessary accuracy for calculation and prediction [75]. Hence, starting from about 130-nm CMOS technology ($T_{OX}$ range is about 26-31 Å) a new TDDB model has been proposed [75][60]. Experiments show that the generation rate of stress-induced leakage current (SILC) and charge to breakdown ($q_{bd}$) in ultra thin oxides is controlled by the gate voltage rather than the electric field. This model (Equation 2.3) includes the gate oxide thickness ($T_{OX}$) and the gate voltage ($V_G$) [57].

$$t_{bd} = \tau_0.exp[\gamma(\alpha.T_{ox} + \frac{E_a}{kT_j} - V_G)]$$ (2.3)

where $\gamma$ is the acceleration factor, $E_a$ is the activation energy, $\alpha$ is the oxide thickness acceleration factor, $T_{ox}$ is a constant for a given technology, and $T_j$ is the average junction temperature [57].

### 2.2.2 Electromigration (EM)

Interconnect EM is the movement of metal atoms in the direction of electron flow due to momentum transfer from electrons to the metal ions under thermal and voltage stresses. EM is usually modeled by the empirical Black’s formula [12], that relates the Mean-Time-To-Failure (MTTF) to the stressing conditions and is given as:

$$MTTF = A.J^{-n}.exp\left(\frac{E_a}{kT_j}\right)$$ (2.4)

where $A$ is a process constant dependent on the material and geometry of the metal strip, $n$ is a current exponential factor, $T_j$ is the absolute junction (chip) temperature, $k$ is Boltzmann’s constant, $E_a$ is the activation energy and $J$ is the current density. The activation energy for Al-Cu metal is in the range of 0.76-0.86 eV [50] and the activation
energy for Cu interconnections can vary widely from 0.7-0.9 eV to 1.0 eV. The lifetime of interconnect decreases with reductions in the line width [37]. The accuracy of lifetime prediction is strongly dependent on the accuracy of the junction temperature measurement during the acceleration testing.

2.2.3 Temperature and Voltage Acceleration Factor Models

Several industrial reliability standards are based on temperature and voltage acceleration factor models. The MIL-HDBK-217F US military standard defines the temperature acceleration factor as [48]:

\[ \pi_T = 0.1 \exp\left(-A\left(\frac{1}{T_j} - \frac{1}{298}\right)\right) \]  

where \( A \) is a constant and \( T_j \) is the junction temperature (K). Similarly, the voltage acceleration factor is defined in the CNET reliability procedure as [17]:

\[ \pi_V = A_3 \exp\left(A_4 V_A \left(\frac{T_j}{298}\right)\right) \]

where \( A_3 \) and \( A_4 \) are constants, \( V_A \) is the applied voltage, and \( T_j \) is the junction temperature (K).

These reliability-prediction models show that the average junction (chip) temperature is a fundamental parameter, and should be accurately estimated for each technology generation. To do this, we must understand the properties of new materials and processes used for implementing VLSIs.

2.3 Technology Scaling and Burn-in

Traditionally burn-in is used to accelerate the early life of an IC to detect the infant mortalities. Figure 2.2 shows the bathtub curve for three different technologies. As we
scale to smaller channel lengths, the useful life period of the chip shrinks from more than 7 years (10 years for technologies above 0.25\(\mu m\)) in 0.18\(\mu m\) technology to less than 7 years in 0.10\(\mu m\) technology [53]. This is due to the increasing junction temperature as we scale to deep sub-micron technologies. The increase in junction temperature arises from higher operating frequencies and consequently higher dynamic power and also increased static power which is due to elevation in leakage power. The useful life period of the IC is shrinking due to higher junction temperature operation, higher hot electron injection due to higher \(I_{D-sat}\), and consequently more probable gate oxide wear-out. On the other hand, electromigration at higher junction temperatures and higher current densities will cause interconnect failures at higher rates. Therefore it is important to carefully optimize the burn-in conditions to avoid over stressing the ICs in scaled technologies. Over stressing the chip in the burn-in environment will further reduce its useful life period and increase post burn-in fallouts. As shown in Figure 2.2, the failure rate in the early stage (0-30 days) of the life of an IC is 500 DPM (devices per million) and within the first year it is 200 FIT, where 1 FIT is 1 failure per 10\(^9\) hours, or approximately 1 failure per 100,000 years (114,155 years to be precise). The failure rate during the useful operational life of the IC is constant but during the aging stage starts to increase due to intrinsic defects (electromigration, hot electron injection, etc) with a failure rate of less than 0.1%.

### 2.3.1 Active Power

The power of an integrated circuit (IC), for a fixed operating voltage and temperature, increases linearly with the clock frequency \(f\) (the frequency of a master signal with which all operations must be synchronized) driving the IC. Extrapolation of the power vs. frequency response down to a frequency of zero (which may be realized in a sleep mode) yields a non-zero power, which is referred to as the static power, \(P_{static}\). The component of power which
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Figure 2.2: Bathtub curve shrinks with technology scaling due to higher junction temperature [53].
is proportional to the frequency is referred to as the dynamic power, $P_{\text{dynamic}}$. The dynamic power is due primarily to the charging and discharging of capacitances in the IC, and can be represented by an effective switching capacitance, $C$, via the well known relationship,

$$P_{\text{dynamic}} = C V_{DD}^2 f$$ \hspace{1cm} (2.7)

In this equation $C$ does not necessarily represent the actual total capacitance being switched by the chip since many of the circuits may be switching at some fraction of $f$ (or, for that matter, at some multiple of $f$). Furthermore, another source of active power, sometimes referred to as short-circuit, shoot-through, or crossover power, is also lumped into $C$. This short-circuit power is due to current which completes a path from the power supply node to ground directly through a network of n-type and p-type FETs during the short but finite time interval when the gates are close to $V_{DD}/2$, and hence both n- and p-type FETs are in a conducting state. Typically this component represents several percent of the active power.

### 2.3.2 Static Power and Scaling

The standby current density increases exponentially as the length scale is decreased. This follows from the demand that $V_T$ decrease with $V_{DD}$, together with the observation that

$$I_{\text{off}} \sim I_o \exp(-V_T \times \frac{q_e}{nkT})$$ \hspace{1cm} (2.8)

where $q_e$ is the electronic charge, $k$ is Boltzmann’s constant, and $T$ is the absolute temperature. This $I_{\text{off}}$ dependence is simply a thermodynamic relationship describing the minority-carrier population (the inversion channel) as a function of temperature and the energy level in the silicon. While $n \sim 1.4$ for practical designs today, the theoretical lower bound for any FET, even decreasing $n$ to 1, provides only minor reductions to $I_{\text{off}}$, given
the low values of $V_T (\sim 0.4V)$ at present. Furthermore, in the most recent generations of CMOS, the rate of tunneling of electrons and holes through gate oxides has increased to a point at which these currents must also be considered. These currents cause an additional power demand in the operation of CMOS which is often referred to as static power, since, unlike switching, or active power, static power is dissipated by all CMOS circuits all of the time, whether or not they are actively switching.

Figure 2.3 illustrates the static power trend based on subthreshold currents calculated from the industry trends of $V_T$, all for a junction temperature of $T_j = 25^\circ C$. More practical values of $T_j$ only serve to exacerbate this situation, with the off current of MOSFETs rising nearly two times for each $10^\circ C$ increase in $T_j$. For reference, the active power density is shown in Figure 2.3 in the same scale to illustrate that the subthreshold component of power dissipation is emerging to compete with the long battled active power component for even the most power-tolerant, high speed CMOS applications. Empirical extrapolation (dashed curves) suggest that sub-threshold power will equal active power at $L_{\text{gate}} = 20nm$ and this point will be encountered closer to $L_{\text{gate}} = 50nm$ at elevated temperatures [62].

### 2.3.3 Static Power under Stress Conditions

As we scale the transistor down to the deep sub-micron regime, its off state leakage increases significantly. A linear reduction in transistor threshold voltage with technology scaling results in an exponential increase in its leakage. This leakage is further increased under voltage and temperature stress conditions. The total leakage of a transistor in 0.18$\mu m$ technology as a function of temperature and voltage stress is shown in Fig. 2.4.

The leakage power doubles for every $10^\circ C$ increase in junction temperature. Since the burn-in test is performed at a reduced frequency (tens of Megahertz), the dynamic power reduces from 75%-80% of total power to a negligible amount when compared to static
Figure 2.3: Active power density and sub-threshold leakage power density trends, calculated from industry trends, are plotted vs. $L_{gate}$ (points) for a junction temperature of $25^\circ C$ [62].
Figure 2.4: SPICE simulation of transistor leakage as a function of voltage and temperature in TSMC 0.18-µm technology.

power. Figure 2.5 shows that under stress conditions, different leakage components which account for 20% to 25% of the total power under nominal conditions in 0.13µm technology, are increased due to temperature and voltage stress and account for almost all the power under stress conditions. It must be noted that some of these leakage components are mainly sensitive to voltage stress, like gate leakage, and some of them are temperature and voltage sensitive, like subthreshold leakage.

2.4 Low Power Circuit Techniques

Much research has been carried out on low power and leakage current reduction [71]. The power consumption in CMOS circuits can be divided into dynamic and static categories. Despite increasing leakage currents with scaling, the dynamic power constitutes the majority of power consumption under normal operational conditions. However, under burn-in conditions, the leakage power becomes significantly large while the operational frequency
is reduced drastically. Consequently, the static power component is the dominant part of the total power consumption.

Several circuit techniques have been used to reduce the background leakage current [16]. Some of these techniques can be used during burn-in to restrict the increase in leakage current and are described below.

### 2.4.1 Multi-threshold Logic

This technique adjusts the high performance critical path transistors by using low $V_T$ while non-critical paths are implemented with high $V_T$ transistors. Hence, performance and power objectives are achieved at the cost of additional process complexity. Wei et al., reported a reduction of more than 80% in leakage power while meeting the performance objectives by using a dual $V_T$ technology [88]. Alternatively, a high $V_T$ transistor can be placed between the power supply/ground and the high performance circuit or block (Figure 2.6(a)). In the active mode, the high $V_T$ transistors are on and since their on-resistance is low, the performance impact is minimal. In the standby mode, the high $V_T$ transistor is
Figure 2.6: (a) MTCMOS and (b) Stack effect.
off, and hence the leakage is limited to the leakage of a high $V_T$ transistor [89].

Traditionally, multi-threshold transistors are realized through different doses of threshold adjust ion implantations. Adjusting the threshold voltages can also be done by depositing two different oxide thicknesses or by different channel lengths [88].

### 2.4.2 Stack Effect

Another solution to the increasing leakage places a non-stacked transistor on a stack of two transistors without affecting the input load [58]. It has been shown that stacking two off transistors significantly reduces the sub-threshold leakage compared to a single off transistor (Figure 2.6(b))). The drawback of this technique is the increased delay. This delay increase is comparable to high $V_T$ logic implementation in a dual $V_T$ technology.

A significantly large fraction of the non-critical path implemented with this technique shows minimal performance degradation while reducing the sub-threshold leakage. The stack forcing technique can be either used in conjunction with dual $V_T$ or with a single $V_T$ technology [58].

### 2.4.3 Reverse Body Bias (RBB)

This is another technique to reduce leakage current during active operation, burn-in, as well as in standby mode. During active operation, RBB is applied to the idle portion of the chip to reduce the overall chip leakage power without impacting the performance. Since the chip operational frequency is very low during burn-in, RBB can be applied to the whole chip simultaneously.

Although, increasing RBB reduces the weak inversion current monotonically, the junction leakage component increases with larger RBB due to the GIDL effect. An optimal
point is achieved where any further increase in RBB does not produce an overall sub-threshold current reduction. The effectiveness of RBB is diminishing with scaling. Keshavarzi et al. showed that the maximum leakage reduction through RBB is from 4-5X in 180 nm technology to 2-3X in 130 nm technology [44].

2.4.4 Conditional Keepers

Degradation of dynamic circuit functionality is a problem during burn-in testing because of high leakage in stress conditions. To overcome this problem, a keeper technique was proposed that is active during burn-in, and is inactive during normal operation. Consequently, the dynamic circuit remains functional under burn-in without relaxing the maximum burn-in stress and without any significant performance degradation under normal operating conditions [5].

The elevated temperature and voltage exponentially increases the leakage current. The large leakage current can discharge dynamic nodes resulting in incorrect operation of dynamic circuits. Conditional burn-in keepers are designed to ensure the functionality of sub-130 nm dynamic circuits. The conditional keeper technique uses an extra keeper for the burn-in mode to compensate for the higher leakage during burn-in. Figure 2.7 shows this technique. Transistor M1 is the standard keeper, while transistor M2 is the burn-in keeper. M2 is off in the normal operation and turns on for the burn-in mode using a burn-in signal through the NAND gate.

2.5 Burn-in Elimination

The elimination of burn-in by an alternate screening method has been a long sought after goal. However, despite the expense, mechanical and EOS/ESD damage to the burn-in
Figure 2.7: Burn-in conditional keeper in dynamic circuits [5].
parts, and lengthened time to market, burnt-in parts typically achieve a better quality measure than non-burnt-in parts. The negative features of burn-in stimulated a search for screening methods that might achieve the same lowering of DPM levels of shipped parts. In the pre-nanometer technologies, where transistor channel lengths were above 0.35µm, the $I_{DDQ}$ test was reported by several companies as successful at eliminating or reducing burn-in [36][43][11][87][55]. Intel reported experiments on several thousand ICs and found that $I_{DDQ}$, when combined with a short high voltage stress on the parts, yielded near zero DPM outgoing quality levels [36]. Kawasaki Steel reported a similar study using several hundreds of thousands of parts showing that $I_{DDQ}$ screens could eliminate burn-in [43]. LSI Logic and Philips Semiconductors reported similar success with $I_{DDQ}$ screening to eliminate burn-in [11][87]. McEuen of Ford Microelectronics reported that nominal voltage $I_{DDQ}$ testing enabled reduction of burn-in failures by 51% [55].

However, one caveat of these reports was that $I_{DDQ}$ screening was successful in burn-in elimination only if the manufacturing quality levels were high. $I_{DDQ}$ could not eliminate burn-in on rogue lots. This obstacle was overcome in a study funded jointly by Sandia National Labs and the Sematech organization [68]. The experiment used 3,495 parts in a dynamic burn-in that separated the parts into a control sample, a 7 V stress sample, and an 8 V stress sample. 40,000 $I_{DDQ}$ measurements were taken per die during the control and voltage stress sample tests. $I_{DDQ}$ test limits were set tightly at the $+/-3\sigma$ levels from the mean plus a tester noise guard-band. Figure 2.8 summarizes the prediction of functional failure during burn-in from pre-burn-in $I_{DDQ}$ test data. The $I_{DDQ}$ screen predicted that $I_{DDQ}$ testing would detect 50% of the control parts (5 V), 54% of the 7 V stressed parts, and 77% of the 8 V stressed parts. DPM of the data showed that the DPM level of the control group was 1.75 times larger than the 8 V stressed sample. Cost models also showed economic justification of the $I_{DDQ}$ test in eliminating burn-in. A test methods study was
Figure 2.8: $I_{DDQ}$ detection of burn-in functional failures and the defect level of ICs that failed only $I_{DDQ}$ tests [68].
also funded by Sematech with IBM. This is the only study to date that stated that $I_{DDQ}$
testing can not replace burn-in [61]. However, no explanation was given as to why the data
contradicted the several reports that it would, and no burn-in data were given.

While these experiments demonstrated that parametric measurements could be used to
eliminate burn-in, they were done on long channel transistor ICs whose background noise
levels obscured sensitive $I_{DDQ}$ or other parametric measurements. An important question
now is how does $I_{DDQ}$ or other parametric measurements perform for nanometer CMOS
ICs. There are two public reports of success. The first was at a burn-in panel at the
International Reliability Physics Symposium (IRPS) in 2001 [3]. Panelists from five major
companies said that if the manufacturing quality of the lots could be measured as high,
then parametric screens could achieve BI elimination. They stressed that this approach
did not work if the quality levels were not high.

The second report on nano-technology parts came from a team from LSI Logic and
Portland State University [21][51][74]. They reported parametric screening of outlier parts
using post-test statistical processing methods on the whole wafer data. The technique
measures statistics of neighboring or other die locations on the wafer to determine $I_{DDQ}$ and
$V_{DDMin}$ (lowest functional voltage $V_{DD}$) test limits. These studied reported the application
of post-test statistics to burn-in elimination, but did not specifically report the burn-in
elimination data. The severe problems that nanometer ICs present to burn-in make these
parametric screening techniques of great interest.

2.6 Conclusions

Burn-in is a quality improvement procedure widely used for high performance and high
volume products. This chapter provides an overview of CMOS technology scaling and its
impact on burn-in.

Smaller geometries, increased transistor leakage, and larger integration are resulting in higher junction temperatures and self-heating. Elevated junction temperature, in turn, causes leakage to increase further. The effects of higher temperature on leakage and the possibility of over stressing the chip during burn-in was discussed. Also different circuit techniques to reduce leakage power were reviewed.

Significant research has been carried out towards burn-in elimination. For long channel devices, several companies have reported burn-in elimination with $I_{DDQ}$ under controlled process conditions. However, it appears to be difficult to eliminate burn-in for deep sub-micron technologies.
Chapter 3

Junction Temperature Projections for Deep Sub-micron Technologies

Several techniques can estimate junction temperature. One method directly measures junction temperature with thermal sensors at several on-chip locations during normal and burn-in conditions [31][33]. Another method uses chip level 3D electro-thermal simulators that can find the steady-state CMOS VLSI chip temperature profile at the corresponding circuit performance [18][80]. However, thermal sensors are relatively large devices, and accurate prediction requires a number of them placed on the IC. Sensors require calibration. Gerosa, et. al., reported a $0.2\, \text{mm}^2$ thermal sensor with a sensing range of $0 – 128\, ^\circ\text{C}$ and a 5-bit resolution ($4\, ^\circ\text{C}$) [67]. Thermal sensors can only be used for verification, and one may have to use other techniques for prediction and estimation. 3D electro-thermal simulators cannot be used for large-scale integrated circuits such as microprocessors because of long simulation time. The simulation time of a 2D Discrete Cosine Transformation (DCT) chip (107,832 transistors, 8 MHz) was reported at 12 hours [80].

In this chapter, a method for average junction temperature ($T_j$) estimation that can
be used for normal and burn-in operating conditions is proposed. The method can predict the impact of technology scaling on junction temperature. The packaging issues, such as the thermal impedance of the package and other such factors were not considered. In this work the focus was on the intrinsic die behavior under the burn-in and normal conditions since package thermal properties tend to be user-specific.

3.1 Semiconductor Thermal Resistance Models

The Arrhenius model predicts that the failure rate of integrated circuits is an inverse exponential function of the junction temperature. A small increase of 10 – 15°C in junction temperature may result in \( \sim 2X \) reduction in the life span of the device [86]. While \( T_a \) represents the ambient temperature for an IC, the relationship between ambient and average junction temperature for a VLSI is often described as in [79]:

\[
T_j = T_a + P_{chip} \times R_{ja}
\]

(3.1)

where \( T_a \) is the ambient temperature, \( P_{chip} \) is the total power dissipation of the chip, and \( R_{ja} \) is the junction-to-ambient thermal resistance. The impact of technology scaling on Equation 3.1 must be analyzed to estimate the average junction temperature for several technologies. In this work the power dissipation and thermal resistance change with technology scaling were investigated in order to predict how these parameters will change.

The initial investigations on technology scaling and thermal resistance were carried out on bipolar transistors. For these devices, the thermal resistance was estimated as in [40]:

\[
R_{ja} = \frac{1}{4K(L \times W)^{0.5}}
\]

(3.2)

where \( K \) is the thermal conductivity of silicon, \( (L \times W) \) is the emitter size, and \( R_{ja} \) is the thermal resistance (°C/mW). It was shown that the thermal resistance increased as
the emitter size was reduced. Recently, a relationship between the thermal resistance of a
MOSFET and its geometrical parameters was derived using a 3-D heat flow equation [69].

\[ R_{ja} = \frac{1}{2\pi K} \left[ \frac{1}{L} \ln \left( \frac{L + (W^2 + L^2)^{0.5}}{L + (W^2 + L^2)^{0.5}} \right) + \frac{1}{W} \ln \left( \frac{W + (W^2 + L^2)^{0.5}}{-W + (W^2 + L^2)^{0.5}} \right) \right] \] (3.3)

where \( K \) is the thermal conductivity of silicon \( (K = 1.5 \times 10^{-4} W/mm^øC [70]) \), \( W \) and \( L \)
are channel geometry parameters. The thermal conductivity of silicon has a temperature
dependence described in [13].

The temperature dependence of silicon thermal conductivity is more important in silicon
on insulator (SOI) technologies where self-heating contributes to a rise in junction temper-
ature. So, our calculations assumed that the thermal resistance of silicon was temperature
independent [69][70]. Equation 3.3 was used for the thermal resistance calculations for
MOSFETs in different CMOS technologies.

### 3.2 Effect of Scaling on Junction Temperature in Normal and Burn-in Conditions

In low-power applications, the power supply voltage and transistor sizing are scaled more
aggressively to minimize the power consumption [22][14]. The transistor threshold volt-
age in low power ICs is typically higher than for high-performance ICs to suppress the
sub-threshold leakage. At the same time, the speed relative to the high-performance case
should not degrade more by than 1.5X [22]. Our focus will be on high performance applica-
tions where dynamic and static power consumption are relatively high and pose a serious
reliability threat.
3.2.1 Estimation of Junction Temperature Increase with Technology Scaling at Normal Conditions

$F_{max}$ is defined as the maximum toggle frequency of an inverter in a given technology. The dynamic power consumption calculation under normal operating conditions was done at 70% of $F_{max}$. HSPICE simulations were carried out with BSIM model level 49. Transistor models for a 0.13$\mu$m CMOS technology were taken from United Microelectronics Corporation (UMC). Transistor models for other CMOS technologies were adapted from the Taiwan Semiconductor Manufacturing Corporation (TSMC). The simulation results and transistor sizes are given in Table 3.1. The inverter’s load was the standard load element (n-MOSFET) used by TSMC for inverter ring-oscillator simulations. The load element sizes were taken from the TSMC and UMC SPICE models file specified for each of analyzed CMOS technologies. The International Technology Roadmap for Semiconductors (ITRS) 2002 [26] indicates that scaling down of device sizes is still in progress. Planar type transistors with 15-30 nm gate lengths have already been demonstrated [25]. However, 90-100 nm CMOS technology is currently the state-of-the-art for production of

<table>
<thead>
<tr>
<th>CMOS Tech./$V_{DD}$</th>
<th>N-MOSFET $W/L$ (μm/μm)</th>
<th>P-MOSFET $W/L$ (μm/μm)</th>
<th>N-MOSFET load $W/L$ (μm/μm)</th>
<th>$F_{max}$ (MHz)</th>
<th>$F_{operating}$ = 0.7$F_{max}$ (MHz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.35/3.3</td>
<td>4.0/0.35</td>
<td>10.0/0.35</td>
<td>3.0/3.5</td>
<td>1450</td>
<td>1015</td>
</tr>
<tr>
<td>0.25/2.5</td>
<td>2.86/0.25</td>
<td>7.14/0.25</td>
<td>2.15/2.5</td>
<td>1950</td>
<td>1365</td>
</tr>
<tr>
<td>0.18/1.8</td>
<td>2.06/0.18</td>
<td>5.14/0.18</td>
<td>1.55/1.8</td>
<td>2300</td>
<td>1610</td>
</tr>
<tr>
<td>0.13/1.2</td>
<td>1.49/0.13</td>
<td>3.71/0.13</td>
<td>1.12/1.3</td>
<td>4000</td>
<td>2800</td>
</tr>
</tbody>
</table>

Table 3.1: Simulated CMOS inverter parameters and $F_{max}$. 

...
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microprocessors and SRAM chips \cite{38,64,27}. Therefore, we included the 90 nm CMOS technology node in our study of burn-in testing. The effective channel length of transistors for this technology was assumed to be 55-65 nm.

The total power consumption of an inverter toggling at $0.7F_{max}$ in four different technologies is simulated, with results given in Table 3.1. The thermal resistance of an average transistor was computed from Equation 3.3. The average size of a transistor was estimated by averaging the NMOS and PMOS transistor widths. As the transistor dimensions are reduced, the thermal resistance increases. Figure 3.1 illustrates inverter power dissipation at an operating frequency of $0.7F_{max}$ and the thermal resistance of an average transistor as functions of technology. Owing to lack of access to 90 nm CMOS technology, an alternative method was utilized to obtain the inverter power and thermal resistance estimates in Figure 3.1. For the 1.0 V, 90 nm CMOS technology, the ITRS predicts the transistor density in a microprocessor chip to be about 0.27 millions/mm². It is assumed that the transistor density is doubled with technology scaling for each new process generation. An industrial estimate of the power density of a microprocessor chip, implemented in 90 nm technology, is approximately 0.5W/mm² \cite{15,64,27}. Power density is defined as the power dissipated by the chip per unit area under nominal frequency and normal operating conditions. Using these assumptions we can estimate the inverter power dissipation at normal operating conditions ($V_{DD} = 1$ V, $T = 25^\circ C$) and speed (Figure 3.1).

The scaling scenario of transistor sizes in a CMOS inverter was extended to 90 nm CMOS technology to calculate the thermal resistance. Transistor sizes of P-MOSFET (W/L)=3.0/0.1 and N-MOSFET (W/L)=1.0/0.1 were used. The calculated transistor thermal resistance for 90 nm technology using Equation 3.3 is shown in Figure 3.1.

The 0.35\mu m CMOS technology was used as the reference technology. Equation 3.1 defines $\Delta T$ as the temperature difference between junction and the ambient. If $\Delta T$ is set
Figure 3.1: Inverter power dissipation and transistor thermal resistance for different CMOS technologies.
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To unity for a 0.35µm technology, then the normalized change in ∆T with respect to the reference technology can be calculated. Using Equation 3.1 and data presented in Figure 3.1, the normalized average temperature increase for different technologies was estimated. For example, Equation 3.4 is used for calculation of ∆T_{0.25}/∆T_{0.35} ratio:

\[
\frac{\Delta_{0.25}}{\Delta_{0.35}} = \frac{(T_j - T_a)_{0.25}}{(T_j - T_a)_{0.35}} = \frac{(P \times R_{ja})_{0.25}}{(P \times R_{ja})_{0.35}}
\]  

(3.4)

Figure 3.2 shows the normalized MOSFET junction temperature change with respect to the 0.35µm technology using Equation 3.4. As the technology shrinks from 0.35µm to 0.18µm, the normalized temperature increased primarily from the increase in thermal resistance with scaling. However, scaling from 0.18µm to 0.09µm results in lower normalized MOSFET junction temperature with respect to 0.18µm technology. The reduction in normalized transistor temperature is due to the drastic reduction in power dissipation. The reduced parasitic capacitance is the primary reason for the reduced power dissipation. As a result of scaling from 0.18µm technology, P reduces faster than R_{ja} increases.

The increase in transistor density with scaling when estimating the average normalized temperature increase must also be considered. The density numbers were adopted from the International Technology Roadmap for Semiconductors (ITRS) [26][82]. Figure 3.3 shows the increased numbers of transistors and chip size with scaling. These graphs allow us to calculate the transistor density in the chip for the given technology.

The normalized temperature increase of a CMOS chip with technology scaling was calculated by multiplying the temperature increase per transistor in Figure 3.2 times the transistor density calculated from Figure 3.3. The results are shown in Figure 3.4. It can be concluded from Figure 3.4 that the normalized temperature increase of the chip is significantly elevated with CMOS technology scaling from 350 nm to 90 nm under normal operating conditions. The estimated junction temperature of a 90 nm CMOS chip is \sim 4.5 times higher than the junction temperature of a 0.35µm CMOS chip. This calculation
assumed that the ambient temperature was the same for all analyzed technologies. The increase in chip junction temperature results in an exponential increase in cooling cost [33].

Figure 3.2: MOSFET junction temperature vs. technology
Figure 3.3: The trends of CMOS logic chips (data for graphs were adopted from [22,27]).
Figure 3.4: Normalized chip junction temperature increase with technology scaling for normal operating conditions.
3.2.2 Estimation of Junction Temperature Increase with Technology Scaling at Burn-in Conditions

The burn-in screening procedure weeds out latent defects from a product, and thereby improves the outgoing quality and reliability of the product. During burn-in, ICs are subjected to elevated temperature and voltage in excess of normal operating conditions for a specific period of time. This accelerates the product lifetime through the early part of its life cycle allowing removal of the products that would have failed during that time.

There are die level burn-in (DLBI) and wafer level burn-in (WLBI) techniques. DLBI can handle, contact, and do burn-in stress on several packaged die together, while WLBI has the ability to contact every die location and perform the burn-in test simultaneously on an entire wafer. For the DLBI, one must also consider the thermal impedance network of the package [47]. Once this network is known, then Equation 3.3 can be suitably modified to reflect the total thermal resistance \( R_{ja} \) of the die and many types of package. In this work, the focus was on the intrinsic behavior (junction temperature estimation) of the silicon die under burn-in conditions for the sake of simplicity. In other words, the thermal impedance network of the package is not considered.

The average inverter power for different operating conditions and technologies (Table 3.1) was estimated by simulating the inverters at different temperatures and \( V_{DD} \). For burn-in, the stress temperature was varied from 25°C to 125°C. Similarly, the stress voltage was varied from nominal \( V_{DD} \) for the given technology to \( V_{DD} + 30\% \), and in this simulation (BSIM model level 49) the inverter input was grounded. The simulated \( I_{av} \) and the calculated values of \( P \) and \( \Delta T \) are given in Table 3.2, where \( I_{av} \) and \( P \) are the average current and power dissipation of an inverter, and \( \Delta T \) is \( (T_j - T_a) \) per 1\( mm^2 \) of chip area.
calculated using Equation 3.5.

\[
\Delta T = P_{\text{transistor}} \times R_{ja-\text{transistor}} \times \frac{D_{\text{density}}}{2} \left[ \frac{^\circ C}{\text{mm}^2} \right]
\]

where \(P_{\text{transistor}}\) is the power dissipation of the off-mode transistor in the inverter, \(R_{ja-\text{transistor}}\) is the thermal resistance of the on-transistor in the inverter, and \(D_{\text{density}}\) is the transistor density in the CMOS chip. For a given technology, the thermal resistance was extracted from Figure 3.1 and the transistor density was calculated from Figure 3.3. It was assumed that the circuit under study is a fully static CMOS design. Therefore, half of the total transistors are in the off-mode during burn-in, and this was taken into account by dividing \(D_{\text{density}}\) by 2 in Equation 3.5.

Since there was no access to industrial HSPICE device models for the 90 nm CMOS technology, the HSPICE simulations in Cadence for this technology generation could not

<table>
<thead>
<tr>
<th>CMOS Tech., (V_{DD})</th>
<th>(25^\circ C) (I_{av,\mu A})</th>
<th>(25^\circ C) (P,\mu W)</th>
<th>(25^\circ C) (\Delta T,^\circ C/\text{mm}^2)</th>
<th>(85^\circ C) (I_{av,\mu A})</th>
<th>(85^\circ C) (P,nW)</th>
<th>(85^\circ C) (\Delta T,^\circ C/\text{mm}^2)</th>
<th>(125^\circ C) (I_{av,\mu A})</th>
<th>(125^\circ C) (P,nW)</th>
<th>(125^\circ C) (\Delta T,^\circ C/\text{mm}^2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.35\mu m, 3.3 V</td>
<td>7.7</td>
<td>25</td>
<td>0.00071</td>
<td>0.07</td>
<td>0.23</td>
<td>0.0066</td>
<td>2.05</td>
<td>6.77</td>
<td>0.2</td>
</tr>
<tr>
<td>0.35\mu m, 3.8 V</td>
<td>9.2</td>
<td>35</td>
<td>0.00099</td>
<td>0.084</td>
<td>0.32</td>
<td>0.0091</td>
<td>2.15</td>
<td>8.17</td>
<td>0.23</td>
</tr>
<tr>
<td>0.35\mu m, 4.3 V</td>
<td>11.1</td>
<td>47.7</td>
<td>0.0014</td>
<td>0.11</td>
<td>0.47</td>
<td>0.014</td>
<td>2.27</td>
<td>9.76</td>
<td>0.28</td>
</tr>
<tr>
<td>0.25\mu m, 2.5 V</td>
<td>19.3</td>
<td>48.3</td>
<td>0.0023</td>
<td>0.418</td>
<td>1.04</td>
<td>0.05</td>
<td>3.96</td>
<td>9.9</td>
<td>0.29</td>
</tr>
<tr>
<td>0.25\mu m, 2.9 V</td>
<td>22</td>
<td>63.8</td>
<td>0.0031</td>
<td>0.047</td>
<td>1.36</td>
<td>0.065</td>
<td>4.41</td>
<td>12.80</td>
<td>0.35</td>
</tr>
<tr>
<td>0.25\mu m, 3.25 V</td>
<td>25</td>
<td>81.3</td>
<td>0.0039</td>
<td>0.531</td>
<td>1.75</td>
<td>0.08</td>
<td>4.81</td>
<td>15.87</td>
<td>0.45</td>
</tr>
<tr>
<td>0.18\mu m, 1.8 V</td>
<td>90.5</td>
<td>163</td>
<td>0.02</td>
<td>1.33</td>
<td>2.39</td>
<td>0.24</td>
<td>8.96</td>
<td>16.13</td>
<td>0.97</td>
</tr>
<tr>
<td>0.18\mu m, 2.1 V</td>
<td>101</td>
<td>210</td>
<td>0.022</td>
<td>1.48</td>
<td>3.08</td>
<td>0.31</td>
<td>9.75</td>
<td>20.48</td>
<td>1.23</td>
</tr>
<tr>
<td>0.18\mu m, 2.35 V</td>
<td>112</td>
<td>264</td>
<td>0.027</td>
<td>1.62</td>
<td>3.81</td>
<td>0.39</td>
<td>10.9</td>
<td>25.6</td>
<td>1.51</td>
</tr>
<tr>
<td>0.13\mu m, 1.2 V</td>
<td>760</td>
<td>920</td>
<td>0.2</td>
<td>8.45</td>
<td>10</td>
<td>2.32</td>
<td>28</td>
<td>34</td>
<td>7.79</td>
</tr>
<tr>
<td>0.13\mu m, 1.4 V</td>
<td>1200</td>
<td>1680</td>
<td>0.38</td>
<td>12.3</td>
<td>17</td>
<td>3.94</td>
<td>34</td>
<td>47</td>
<td>10.97</td>
</tr>
<tr>
<td>0.13\mu m, 1.56 V</td>
<td>1860</td>
<td>2900</td>
<td>0.67</td>
<td>17.7</td>
<td>27.6</td>
<td>6.4</td>
<td>55</td>
<td>85</td>
<td>19.81</td>
</tr>
</tbody>
</table>

Table 3.2: DC simulation (\(I_{av}\)) and calculation results (\(P, \Delta T\)) of CMOS inverters for different technologies.
be used. To predict the possible increase of average junction temperature in CMOS chips under burn-in conditions, an NMOSFET at stressed operating conditions was simulated using the 2-D device simulator "Microtec" [20]. The MOSFET parameters used for device simulations are given in Table 3.3. The simulation results correspond to DC characteristics of 90 nm transistors [38][64][28], such as $V_T = 0.2 - 0.28V$, $I_{ON} = 600 - 750\mu A/\mu m$ and $I_{OFF} = 20 - 100nA/\mu m$. These devices were developed for ultra high performance applications (UHP). Low power (LP) medium speed [38][28] devices assume $V_{TH} = 0.3 - 0.35V$, $I_{ON} = 480 - 520\mu A/\mu m$ and $I_{OFF} = 0.18 - 0.5nA/\mu m$. High performance (HP) applications assume a leakage current of approximately $10nA/\mu m$ [81].

<table>
<thead>
<tr>
<th>Subthreshold doping, $cm^{-3}$ (p-type)</th>
<th>UHP</th>
<th>LP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sorce/Drain doping, $cm^{-3}$ (n-type)</td>
<td>$3 \times 10^{20}$</td>
<td>$3 \times 10^{20}$</td>
</tr>
<tr>
<td>$V_T$ adjusted doping, $cm^{-3}$ (p-type)</td>
<td>$1.8 \times 10^{18}$</td>
<td>$3 \times 10^{18}$</td>
</tr>
<tr>
<td>Punch through doping, $cm^{-3}$ (p-type)</td>
<td>$5 \times 10^{19}$</td>
<td>$8 \times 10^{19}$</td>
</tr>
<tr>
<td>Effective gate oxide thickness, $A^\circ$</td>
<td>18</td>
<td>18</td>
</tr>
<tr>
<td>$L_{eff}/W$, $nm/\mu m$</td>
<td>63/2</td>
<td>63/2</td>
</tr>
<tr>
<td>Nominal $V_{DS} = V_{DD}$, $V$</td>
<td>1.0</td>
<td>1.0</td>
</tr>
</tbody>
</table>

Table 3.3: N-MOSFET parameters used for simulations.

In this section, UHP and LP devices were considered as worst and best cases with respect to power consumption during burn-in. The transistor parameters obtained from simulations under normal operating conditions are presented in Table 3.4. The dominant components of the leakage current in a sub-100 nm MOSFET are sub-threshold, band-to-band tunneling, and gate oxide tunneling currents [27].
Table 3.4: DC parameters for an N-MOSFET emulated in 90-nm CMOS technology ($V_{DD} = 1V$, $T = 25^\circ C$).

<table>
<thead>
<tr>
<th></th>
<th>$L_{eff}, \text{nm}$</th>
<th>$V_T, V$</th>
<th>$I_{ON}, \mu A/\text{um}$</th>
<th>$I_{OFF}, nA/\text{um}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>UHP</td>
<td>63</td>
<td>0.25</td>
<td>600</td>
<td>30</td>
</tr>
<tr>
<td>LP</td>
<td>63</td>
<td>0.35</td>
<td>440</td>
<td>0.6</td>
</tr>
</tbody>
</table>

The simulation results of an averaged sized MOSFET ($W/L = 2.0\mu m/0.1\mu m$) under stressed operating conditions are given in Table 3.5. In this table, $P$ is the power dissipation of an off-mode inverter transistor that was obtained from device simulations. $\Delta T$ (thermal density) is the $(T_j - T_a)$ per $1mm^2$ of CMOS chip that was calculated using Equation 3.5. The transistor density in a CMOS chip was assumed to be $0.27\text{millions/mm}^2$ (Figure 3.3). When $\Delta T$ in Table 3.2 and Table 3.5 was calculated, it was assumed that each off-mode transistor in a $1mm^2$ chip area was an independent heat source. The total junction temperature increase of this area over ambient temperature was defined as the product of heat source density and the junction temperature increase of a single transistor. In practice, the thermal coupling effect of transistors on a chip must be considered, and this depends on layout. In the first order approximation, the thermal coupling effect of transistors was neglected in these analysis. Table 3.2 and Table 3.5 show that the average leakage current and dissipated power is increased by at least two orders of magnitude by technology scaling if the ambient temperature is $85^\circ C$ or less. At $125^\circ C$, the increase in current and power dissipation with technology scaling is relatively less. However, the increase in $\Delta T$ is more dramatic owing to increased transistor density, leakage current, and the thermal resistance.

The normalized temperature increase of a CMOS chip with scaling at burn-in conditions is shown in Figure 3.5. The plot with diamond symbols depicts the normalized $T_j$
Table 3.5: Predicted power dissipation and junction temperature increase in a CMOS inverter (90 nm CMOS technology).

<table>
<thead>
<tr>
<th></th>
<th>LP</th>
<th>LP</th>
<th>LP</th>
<th>UHP</th>
<th>UHP</th>
<th>UHP</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_{DD}(V)$</td>
<td>1.3</td>
<td>1.15</td>
<td>1.0</td>
<td>1.3</td>
<td>1.15</td>
<td>1.0</td>
</tr>
<tr>
<td>$P(\mu W), -100^\circ C$</td>
<td>0.34</td>
<td>0.208</td>
<td>0.124</td>
<td>0.120</td>
<td>0.084</td>
<td>0.057</td>
</tr>
<tr>
<td>$\Delta T(\circ C/mm^2), -100^\circ C$</td>
<td>$1.5 \times 10^{-4}$</td>
<td>$9.1 \times 10^{-5}$</td>
<td>$5.4 \times 10^{-5}$</td>
<td>0.052</td>
<td>0.036</td>
<td>0.021</td>
</tr>
<tr>
<td>$P(nW), 0^\circ C$</td>
<td>0.75</td>
<td>0.51</td>
<td>0.32</td>
<td>44.2</td>
<td>29</td>
<td>18.4</td>
</tr>
<tr>
<td>$\Delta T(\circ C/mm^2), 0^\circ C$</td>
<td>0.33</td>
<td>0.23</td>
<td>0.14</td>
<td>19.3</td>
<td>12.66</td>
<td>8.03</td>
</tr>
<tr>
<td>$P(nW), 25^\circ C$</td>
<td>2.7</td>
<td>1.84</td>
<td>1.2</td>
<td>130</td>
<td>82.8</td>
<td>60</td>
</tr>
<tr>
<td>$\Delta T(\circ C/mm^2), 25^\circ C$</td>
<td>1.18</td>
<td>0.81</td>
<td>0.53</td>
<td>56.8</td>
<td>36.15</td>
<td>26.2</td>
</tr>
<tr>
<td>$P(nW), 85^\circ C$</td>
<td>21.23</td>
<td>14.63</td>
<td>9.8</td>
<td>770</td>
<td>506</td>
<td>328</td>
</tr>
<tr>
<td>$\Delta T(\circ C/mm^2), 85^\circ C$</td>
<td>9.27</td>
<td>6.39</td>
<td>4.28</td>
<td>336.2</td>
<td>221</td>
<td>143.2</td>
</tr>
<tr>
<td>$P(nW), 125^\circ C$</td>
<td>152.9</td>
<td>107.6</td>
<td>74.4</td>
<td>3084</td>
<td>2047</td>
<td>1344</td>
</tr>
<tr>
<td>$\Delta T(\circ C/mm^2), 125^\circ C$</td>
<td>66.75</td>
<td>46.99</td>
<td>32.49</td>
<td>1346.6</td>
<td>893.8</td>
<td>586.8</td>
</tr>
</tbody>
</table>

For 90 nm technology the increase in $T_J$ is different for the high performance or low power process. If all the transistors are implemented with low $V_T$ UHP devices (unrealistic) then the normalized $T_J$ is increased by approximately 5000X compared to 0.35µm MOS. On the other hand, if all the transistors are implemented with LP devices, then the $T_J$ is increased by approximately 230X. It should be noted that most of the transistors on a chip will be implemented with LP devices. However, if the $T_a$ is reduced by 10°C for each technology generation, the normalized $T_J$ is also reduced as shown by the plot with square symbols. Similarly, leakage reduction techniques can also be employed to further reduce the increased normalized temperature with scaling [16][41]. If such techniques are employed as well as the $T_a$ being reduced by 10°C for each technology generation, the normalized $T_J$ increase for 90 nm CMOS with respect to 0.35µm CMOS becomes relatively small (7-8X). In spite of the reduction in $T_a$ and the use of leakage reduction techniques, the increase in $T_J$ is still clearly unacceptable. Obviously, burn-in conditions should be carefully optimized for 130 nm and 90 nm CMOS technologies to
Figure 3.5: Normalized chip junction temperature at $V_{DD} + 30\%$ burn-in condition.
reduce the risk of chip over stressing during burn-in.

### 3.3 Impact of Package Thermal Resistance on Burn-in

High performance VLSI circuits, such as microprocessors, significantly challenge power delivery and heat removal due to smaller dimensions and increasing power dissipation. Technical challenges in the thermal management of microprocessors arise from two causes [52]:

- Increased dynamic and leakage power dissipation associated with technology scaling.
- Heat removal from localized hot spots.

The former is especially important for burn-in since the leakage power is exponentially increased under stress conditions. Typically, thermal management features are integrated in packages to spread heat from die to the heat sink. The heat sink dissipates the heat into local environments. A typical thermal resistance network of a packaged die is shown in Figure 3.6. By definition, the case temperature ($T_c$) is the temperature at the external surface of the package. All semiconductor packages have multiple elements. In the simplest form these elements include the semiconductor die, thermal interface material, and the heat sink base. The thermal conductivity of these package elements for the Pentium III Xeon microprocessor is given in Table 2. In a common case, the junction temperature increase over ambient temperature has three components [91]:

$$
\Delta T = P \times [R_{th}(Die - pack) + R_{th}(Pack - sink) + R_{th}(Sink - amb)]
$$

(3.6)

where $R_{th}(Die - pack)$, $R_{th}(Pack - sink)$, $R_{th}(Sink - amb)$ are the die to package, package to heat sink, and heat sink to ambient thermal resistances, respectively, and $P$ is the
Figure 3.6: Thermal resistance network of a packaged die: (1) junction to case (package), (2) case to ambient (heat sink) [52].

<table>
<thead>
<tr>
<th>Packaged component</th>
<th>Conductivity, W/mK</th>
</tr>
</thead>
<tbody>
<tr>
<td>Silicon die</td>
<td>120</td>
</tr>
<tr>
<td>Thermal interface material</td>
<td>3.8</td>
</tr>
<tr>
<td>Heat sink base</td>
<td>180</td>
</tr>
</tbody>
</table>

Table 3.6: Thermal conductivity of package components [32].
total power dissipation of the chip. The first component in Equation 3.6 is discussed in previous sections. The third component is determined by the cooling techniques and will be considered in the next section. Here, the second component in Equation 3.6 is considered and can be rewritten as follows:

$$\Delta T(\text{Package}) = P_{\text{MOSFET}} \cdot \frac{D}{2} \cdot R_{\text{th}(\text{Pack} - \text{sink})}$$

(3.7)

where \( P_{\text{MOSFET}} \) is the transistor power dissipation, and \( D \) is the transistor density. The package to heat sink thermal resistance, \( R_{\text{th}(\text{pack} - \text{sink})} \), is crucial to removing heat during burn-in. Values of \( 0.9 - 1.2^\circ C/W \) were reported for \( R_{\text{th}(\text{P})} \) in 350 nm technology [2][1]. It is predicted that a reduction of approximately 22% in \( R_{\text{th}(\text{pack} - \text{sink})} \) per technology generation is required to just compensate for the increased power density with technology scaling [7]. Figure 3.7 shows these projections for the 350 nm technology to 90 nm technology.

### 3.4 Cooling Techniques for Burn-in

Low power devices can be burnt-in without attention to thermal considerations. However, as power dissipation increases with technology scaling for high performance chips, burn-in requires advanced cooling concepts and additional hardware to facilitate direct contact between the heat sink and the die. Advanced burn-in ovens should provide uniform temperature distribution in the chamber and precise temperature control for each individual device. The power dissipation within one lot of devices can vary by 40% due to manufacturing variations and different test vectors applied during burn-in. This variation in power, and approximately 30% variation in oven airflow, can create a significant variation in package temperature [34]. If the device becomes too hot, it may be damaged while other devices may not be adequately burnt-in. To uniformly stress all devices, each
Figure 3.7: Reduction of package thermal resistance with technology scaling [7].
package device temperature must be kept close to the specified burn-in temperature. This is achieved by developing advanced cooling techniques and burn-in boards with embedded thermal sensors.

### 3.4.1 Power Limitations of Burn-in Equipment

The total number of die that can be simultaneously powered-up for burn-in testing will likely be limited by the maximum power dissipation capacity of the burn-in oven. A typical oven may contain several hundred dies. If all dies are active, then the total power dissipation can reach the several kilowatt range. Typically, burn-in ovens have a maximum dissipation power between 2500-6500 Watts [39]. The power dissipation of a single transistor in an inverter in static stressed conditions and the number of transistors of the logic chip can be used to estimate different CMOS technologies. Then the maximum number of die for different technologies that can be simultaneously powered in a burn-in oven can be estimated using Equation 3.8:

\[
N_{\text{dies}} = \frac{P_{\text{ooven}}}{P_{\text{transistor}} \times N_{\text{transistors}}} \quad (3.8)
\]

where \(P_{\text{ooven}}\) is the maximum power dissipation of the burn-in oven at stressed conditions, \(P_{\text{transistor}}\) is the power dissipation of a single transistor at static stressed conditions for the given technology, and \(N_{\text{transistors}}\) is the total number of transistors in the logic chip for the given technology. Equation 3.8 assumes that 50% of the total number of transistors are off at any point during burn-in assuming fully static CMOS design. Results are shown in Figure 3.8. Burn-in ovens, such as the PBC1-80 of Dispatch Industries [39] and Max-4 of Aehr Test Systems [76] have maximum power dissipation of about 2500 and 15,000 watts, respectively, at 125°C. The room ambient temperature is assumed to be 25°C.
Figure 3.8: Maximum number of dies for one burn-in load with scaling.
3.4.2 Air Cooling Technique

For CMOS IC technologies of 0.35µm and above, generally IC junction heating during burn-in has not been a major issue and the oven temperature could be easily set to avoid temperature-related over stress. However, for 0.25 µm technology and below, device self-heating has been described to become a more significant issue and air-cooling techniques began to be implemented to remove heat from each device and the oven.

Air-cooled burn-in ovens are reasonably effective in heat removal from devices dissipating up to 30-40 watts [34]. Often, an air-cooled heat sink and embedded thermal sensors are used to control the individual temperature of each device. The air temperature and air velocity are dependent on the device power, the overall thermal resistance of the heat sink assembly and burn-in socket, and the required package temperature. The air temperature and velocity must be controlled so that the embedded heat sink can limit the device temperature increase over the range of heat dissipation. The device temperature can be controlled in the range of 50°C-150°C with an accuracy of 3°C [34]. Device temperature is usually measured by attaching a small thermocouple directly on the device or by using sensors integrated into the device [78].

Another air-cooling technique was developed for device power dissipation from 35 to 75 watts [34]. This approach uses a small fan mounted above the heat sink of each device. The amount of allowable device power dissipation is a function of the air temperature, air velocity, thermal resistance of the heat sink, and the package.

To ensure quality output, ovens are designed to ensure that the temperature distribution across all the boards is uniform and adequate. The level and uniformity of the temperature across the burn-in boards is controlled by the total airflow induced in the oven and the uniformity of the airflow distribution between the boards. The design of an airflow network becomes increasingly more complicated as device power dissipation increases [49].
3.4.3 Liquid Cooling Technique

As power dissipation increases beyond 75 watts per device, the thermal resistance of the package to ambient must be lowered to allow removal of excess heat. Air-cooling burn-in techniques are not effective for power dissipation in this range and it has fostered the development of liquid-based cooling techniques. Figure 3.9 illustrates one such technique [34]. A temperature sensor embedded in the heat sink measures the device temperature. Helium is injected into the heat sink to provide a lower thermal interface between the device and the heat sink. This technique lowers the heat sink to ambient thermal resistance by approximately 40%.

Each heat sink has a temperature-controlled heater. The burn-in ovens with liquid-cooled heat sinks can burn-in devices that dissipate over 150 W of power [29][65]. In such ovens, the ambient temperature for each device can be optimized for optimal burn-in conditions. This is important since self-heating dissipation can vary significantly due to inherent process spreads in scaled technologies. The thermal control during test and burn-in of devices with high leakage power dissipation (above 75 Watts) plays a key role in increasing the post burn-in yield. Special thermal test chips and modules were developed to measure temperature gradients in packages and heat sinks in burn-in equipment [29][65]. For example, IBM used a TV994 thermal test chip for burn-in equipment qualification. This 14.7 $mm^2$ chip has nine small resistive temperature detectors (RTD) and four large heater resistors, one covering each quadrant of the chip [29]. The thermal interface tests evaluate temperature gradients within the device and between the device and heat sink. Temperature differences are normalized with respect to applied device power. The test is used to optimize and evaluate factors such as heat sink material, flatness and various properties of interface pads, and liquids and gases that can be between the chip and heat sink.
Figure 3.9: Water-cooled heat sink, adopted from [34].
3.5 Burn-in Limitations and Optimization with Respect to Yield and Reliability Issues

Yield and reliability are two important factors in semiconductor manufacturing. Typically three parameters significantly affect the yield and reliability of ICs [45]:

- Design-related parameters (chip area and gate oxide thickness).
- Process-related parameters (defect distribution and density).
- Operation-related parameters (voltage and temperature).

It has been experimentally verified that defects that cause burn-in failures (early-life reliability failures) are fundamentally the same in nature as defects that cause wafer probe failures (yield failures) [10][24].

Researchers have also identified two key reliability indicators in order to optimize yield during burn-in:

- Local region yield.
- The number of defects that have been repaired (for chips containing redundancy).

Experimentally, it has been shown that die with many faulty neighbors can pose a significantly greater early-reliability risk than chips with few faulty neighbors [9]. An IC with a redundancy-related repair is more likely to have a latent defect mechanism resulting in early life failure [10].

The key to optimizing burn-in lies in identifying those die that most likely to fail during burn-in before the burn-in is actually performed. Once identified, die of higher reliability risk may be subjected to more rigorous testing (longer burn-in duration), while those dies...
deemed more reliable may have a reduced stress, or no stress at all. Barnett et al. proposed the post burn-in yield model, which include the burn-in time as a parameter [9]. It was assumed that the average number of latent defects \( \lambda_L \) per chip is time-dependent as follows:

\[
\Lambda_L(t) = \alpha \cdot \gamma \cdot (1 - Y_K^{1/\alpha}) \cdot (\frac{t}{\tau})^\beta
\]

(3.9)

where \( \alpha \) is the defect clustering parameter, \( \gamma = 0.01 - 0.02 \) is the fitting parameter, \( Y_K \) is the wafer test yield (yield before burn-in), \( t \) is the burn-in time in hours, and \( \beta \) is the shape parameter of the Weibull distribution of the reliability function. The post burn-in reliability yield (i.e. the number of dies surviving burn-in) is modeled as follows:

\[
R(t) = [1 + \frac{\lambda_L(t)}{\alpha}]^{-\alpha}
\]

(3.10)

Kim et al. [46] developed another model for post burn-in reliability \( R \) and yield loss \( Y_{loss} \), which will be discussed later in this section.

Burn-in removes the infant mortality device population hence improving the outgoing device reliability. However, burn-in may affect the post burn-in yield of ICs since latent defects may become enhanced during burn-in, with a resultant increase in post burn-in yield loss. The amount of yield loss depends on burn-in conditions (voltage, temperature, time). Since the stress voltage and the stress temperature provide the acceleration during burn-in, the burn-in time is the parameter that is manipulated to control the post burn-in yield loss using above mentioned models. In practice, many IC manufacturers reduce the burn-in time to 10 hours or even skip burn-in, when the yield before burn-in is high (\( \sim 98\% \)) and burn-in escapes is low (\( \sim 100 \text{ PPM} \)) [46]. The amount of burn-in escape is estimated by the early failure rate test, which is performed on 10000 final products from at least three lots with duration approximately 12-48 hours under burn-in conditions.

Several reliability failure mechanisms are accelerated by temperature, so burn-in testing is done at elevated temperature. These mechanisms include metal stress voiding and
electromigration, metal slivers bridging shorts, contamination, and gate-oxide wear out and breakdown [68]. However, there are physical and burn-in equipment related limitations for temperature and voltage stress. Die failure rate (failures per million) increases exponentially with temperature for most failure mechanisms [23]. As a result, the yield loss may increase if the burn-in conditions are over stressed. Hence, we should optimize the junction temperature of die for normal and burn-in conditions.

### 3.5.1 Physical and Practical Limits of Junction Temperature

The maximum operating temperatures for semiconductor devices can be estimated from the semiconductor intrinsic carrier density that depends on the band-gap of the material. When the intrinsic carrier density reaches the doping level of the active region of devices, electrical parameters are expected to change drastically. The highest reported operating junction temperature is about 200°C in standard silicon technology [90]. At this temperature, the circuit performance is reduced substantially. The temperature will affect thermal conductivity, built-in potential, threshold voltage, and $pn$ junction reverse current. Several practical considerations limit the junction temperature to a much lower value. A value of 150°C for junction temperature is often used for ICs as the limit [26].

The peak junction temperature in a PowerPC microprocessor implemented in a 0.35µm CMOS technology with a 0.3µm effective transistor channel lengths is about 90°C-100°C at an operating speed of 200-250 MHz [73][67]. If this is used as the reference temperature and assuming that Figure 3.4 estimates the junction temperature increase with reasonable accuracy and package thermal resistance remains the same, then one can expect a 2.4X increase in junction temperature for the same microprocessor implemented in a 0.18µm CMOS technology. Hence, the die junction temperature should be approximately 156°C-180°C.
These values are obtained assuming cooling, packaging and circuit techniques remain the same when moving from 0.35\(\mu m\) technology to 0.18\(\mu m\) technology. However, improved cooling and packaging considerations will reduce the temperature to a much lower value. Similarly, circuit techniques such as transistor stacking, dual-threshold transistors, reverse body bias, etc. can reduce substantially leakage current and the junction temperature.

### 3.5.2 Optimization of Burn-In Stress Conditions with Technology Scaling for Constant Reliability

The optimal burn-in conditions for maintaining the projected failure rate require that the defect distribution models and their growth models be studied. The post burn-in reliability \(R\) and yield loss \(Y_{loss}\) have been studied \[83\][46]. T. Kim, et al., [46] proposed the following models for post burn-in reliability and yield loss shown in Equation 3.11 and Equation 3.12.

\[
Y_{loss} = Y \cdot (1 - Y^{-\frac{1}{\nu}}) \tag{3.11}
\]

\[
R = Y \cdot (1 - u)^\frac{1}{(1-u)^2-1} \tag{3.12}
\]

where \(Y\) is the yield before burn-in, and \(u, \nu\) are constants that depends on the stress temperature and voltage. Using the 1\(/E\) gate oxide breakdown model and the post burn-in yield loss model, Vassighi, et al., demonstrated that the post burn-in yield loss increases exponentially with increasing stress temperature for a given stress voltage \[83\]. This result was obtained for a 0.18\(\mu m\) CMOS technology \((T_{OX} \gg 41 A^\circ)\).

Hence, over stressing a die during burn-in may significantly reduce the post burn-in reliability and increase the yield loss, especially when the junction temperature at burn-in and normal operating conditions are increased with technology scaling. Thus, to a first
order, we want a constant reliability during burn-in with technology scaling. The burn-in temperature and voltage should be optimized for different CMOS technologies to maintain the average junction temperature of the die at the same fixed level. If electrical defect densities are equal, then we assume that the post burn-in reliability for an advanced CMOS technology should not be worse than the post burn-in reliability for the 0.35\(\mu\)m CMOS technology. This means that the junction temperature increase over ambient temperature during burn-in for subsequent technologies should not be higher than the burn-in junction temperature increase for 0.35\(\mu\)m CMOS technology. Table 3.2 shows that for 0.35\(\mu\)m CMOS technology, the junction temperature increase (\(\Delta T\)) over ambient stressed temperature per \(mm^2\) of chip is 0.28\(^\circ\)C at \(V_{DD} = 4.3V, T = 125^\circ C\). The horizontal line on Figure 3.10 illustrates this limit. Now for 0.25\(\mu\)m technology, if the \(\Delta T/mm^2\) versus stress temperature is plotted for three different stress voltages, it results in three different curves. Subsequently, the optimal burn-in temperature where the horizontal line (\(\Delta T = 0.28^\circ C/mm^2\)) intersects with graphs can be found. Similarly, the optimal burn-in temperature for other technologies can be found using data from Table 3.2 and Table 3.5. The results are shown in Figure 3.11 where the optimal burn-in temperature is presented for different technologies. Squares represent the data points for each technology. In this figure, the stress voltage is kept at \(V_{DD} + 30\%\) for each technology. These data points were plotted ensuring that the average junction temperature increase over ambient (\(\Delta T\)) for die in these technologies is the same as the average \(\Delta T\) increase for a 0.35\(\mu\)m CMOS technology. Hence, it is expected that the post burn-in reliability for scaled CMOS technologies has the same value as the post burn-in reliability for 0.35\(\mu\)m CMOS technology.

Figure 3.11 shows that the optimal burn-in temperature is reduced with scaling. This observation is in line with the recently presented data given for a 0.18\(\mu\)m microprocessor, where the burn-in temperature is 85\(^\circ\)C – 90\(^\circ\)C [54]. As mentioned before, if leakage
Figure 3.10: $\Delta T$ as a function of ambient temperature and $V_{DD}$ for 0.25$\mu$m technology.
reduction techniques are employed (diamond data points), the optimal burn-in temperature is increased for $0.18\mu m$ or lower geometries. For example, according to this research, the optimal temperature for 130 nm technology ($V_{DD} \gg 1.4V$) is approximately $10^\circ C$ (without leakage reduction techniques) and $35^\circ C$ (with leakage reduction techniques).

Furthermore, if such a trend continues, we will have to cool future generations of CMOS devices during burn-in below room temperature, if we do not want the post burn-in reliability worse than that of the $0.35\mu m$ CMOS technology. For example, the estimated burn-in temperature for a 90 nm CMOS technology may be approximately $0^\circ C$ to $15^\circ C$. Note, that many future chips will use a mixture of technologies: UHP logic is for critical delay paths and LP logic is for the low activity SRAM cells [26].

### 3.6 Conclusion

The impact of technology scaling on the burn-in environment was investigated. The following conclusions are obtained: Firstly, there is a steady increase in the junction temperature with scaling. Under normal operating conditions, the normalized increase in junction temperature is estimated to be $1.45X$/generation. Similarly, the normalized junction temperature increase under burn-in conditions becomes exponential with technology scaling if no leakage reduction techniques are used. On the other hand, if leakage reduction techniques are used, then an approximately linear increase in junction temperature can be obtained. As a consequence, the burn-in temperature must be reduced with scaling. Second, the number of dies that can be simultaneously burnt-in is reduced with technology scaling, because of the maximum power dissipation limit of presently available burn-in ovens. Finally, the optimal stressed temperature in a burn-in environment is significantly reduced with technology scaling.
Figure 3.11: Optimal burn-in temperature for constant reliability.
It was also argued that deep sub-micron devices will require advanced packaging and liquid cooling techniques to lower the junction to ambient thermal resistance.

In scaled technologies, burn-in optimization for yield and reliability will be of crucial significance owing to larger number of design and technology variables. In some situations, individual chip level burn-in optimization will be necessary in order to provide optimum burn-in environment for each chip.
Chapter 4

Thermal Runaway Avoidance During Burn-in

The maximum operating temperatures for semiconductor devices can be estimated from semiconductor intrinsic carrier density, which depends on the band-gap of the material. When the intrinsic carrier density reaches the doping level of the active region of devices, then the electrical parameters change drastically. The highest operating junction temperature for standard silicon technology is about 200°C, however the circuit performance is reduced substantially [90]. The influence of temperature on some important MOSFET parameters is summarized in Table 4.1. Several practical considerations limit the junction temperature to a much lower value. A limit of 150°C for junction temperature is often used for VLSI ICs [26]. The peak junction temperature of a PowerPC microprocessor implemented in a 350 nm CMOS technology was reported to be approximately 90°C-100°C at an operating speed of 200-250 MHz [73][30].

Lowering $V_T$ to achieve higher performance leads to higher off-state leakage current, and this is the major problem facing burn-in and scaled nanometer technologies.
Table 4.1: Temperature-dependence of important Si-MOSFET parameters, data adopted from [90].

The total power consumption of a high performance microprocessor increases with scaling. Considering the increasing percentage of off-state leakage current at the 130 nm and sub-100 nm nodes under nominal conditions, the ratio of leakage to active power becomes adverse under burn-in conditions. Typically, clock frequencies are kept in the tens of MHz range during burn-in, which results in substantial reduction in active power. On the other hand, the voltage and temperature stresses cause the off state leakage power to be the dominant power component. Stressing during burn-in accelerates the defect mechanisms responsible for early life failures. Thermal and voltage stresses increase the junction temperature resulting in accelerated aging. Elevated junction temperature, in turn, causes leakage to further increase. In many situations, this may produce positive feedback leading to thermal runaway. Such situations are more likely to occur as technology is scaled to the nano-meter regime. Thermal runaway increases the post burn-in yield loss dramatically. Figure 4.1 shows a chip that has gone into thermal runaway. To avoid thermal runaway, it is crucial to understand and predict the junction temperature under stress conditions. Junction temperature, in turn, is a function of ambient temperature, package to ambient thermal resistance, package thermal resistance, and static power dissipation. Considering these parameters, one can optimize the burn-in environment to minimize the
Figure 4.1: Test socket destroyed by thermal runaway [6].
probability of thermal runaway while maintaining the effectiveness of the burn-in test.

4.1 Junction Temperature Estimation Procedure

Historically, the burn-in environment temperature and voltage have been $125^\circ C$ and $V_{DD} + 30\%$ to $V_{DD} + 40\%$, respectively. At the time, the leakage power was a non-issue. However, in sub-180 nm technologies, leakage power is significantly higher under burn-in conditions. Figure 4.2 shows the transistor leakage current increase for 130 nm CMOS technology at burn-in conditions. The figure shows the increase in leakage power with increasing temperature and voltage. As it can be seen from the graph, the leakage is increased by approximately 3-4X, going from nominal to burn-in conditions.

The junction temperature ($T_j$) of an IC is defined as the average temperature of the silicon substrate. $T_j$ is a crucial parameter in reliability-prediction procedures and burn-in testing. Under burn-in conditions, accurate junction temperature estimation may reduce the thermal runaway probability since the margin between optimal burn-in conditions and thermal runaway is reduced as the technology is scaled. The junction temperature or $T_j$, is defined as [79]:

$$T_j = T_a + P \times R_{ja}$$

(4.1)

where $T_a$ is the ambient or set point temperature, $P$ is the device total power, and $R_{ja}$ ($R_{th}$) is the junction-to-ambient thermal resistance. The power dissipation can be subdivided into dynamic and leakage components, as:

$$P = P_{Dynamic} + P_{Leakage}$$

(4.2)

$$P_{Leakage} = V_{DD} \times I_{Leakage}$$

(4.3)
Figure 4.2: Off current of a NMOS transistor in terms of voltage and temperature for 130 nm CMOS technology (normalized to the off current for $V_{DD} = 0.6V$ and $-25^\circ C$)
In equation 4.4, $C$ is the total IC switching capacitance and $f_{\text{toggle}}$ is the frequency that is used for node toggling during burn-in and can be expressed as:

$$f_{\text{toggle}} = \frac{I_{\text{on}}}{C_{\text{gate}} \times V_{DD} \times N}$$

where $C_{\text{gate}}$ is the gate capacitance of a single gate and $N$ is the number of logic stages in the critical path. To evaluate the junction temperature, $T_j$, under different environmental conditions, a program and a methodology has been developed [42]. Figure 4.3 depicts the flow chart of the program. At any initial temperature, the program reads the input current for a single transistor. Based on the circuit implementation and architecture, the total power is computed using Equations 4.3, 4.4, and 4.5 and the junction temperature is updated in Equation 4.1. Using this procedure [42], for any given voltage and process technology, the junction temperature is calculated and convergence of the obtained temperature is tested [85]. Depending on the result after several iterations the junction temperature will either converge to a temperature or will increase and lead the chip into thermal runaway.

### 4.2 Simulation Results

A 32-bit microprocessor in 130 nm dual-$V_T$ CMOS technology was used to verify the procedure. The parameters of this program were calibrated to the experimental data from the microprocessor. These parameters include the burn-in stress voltage and temperature, $I_{\text{on}}$ and $I_{\text{off}}$ of the CMOS transistors, and the layout of the chip. Figure 4.4 depicts the electro-thermal simulation results for this microprocessor in the burn-in conditions. As illustrated in Figure 4.4, for air-cooled ovens if the ambient temperature is kept above $10^\circ C$
Figure 4.3: A procedure for junction temperature estimation [42].
Figure 4.4: Steady-state junction temperature for 130 nm high performance microprocessor at burn-in conditions ($T_j = 110^\circ C$ and $V_{DD} = 1.8V$).
the junction temperature starts rising and does not stabilize. This rise in temperature will lead the chip to thermal runaway. The same chip in a liquid cooled burn-in oven (solid lines) will tolerate up to 76°C of ambient temperature, which results in 110°C of junction temperature. Liquid cooled burn-in ovens with a junction to ambient thermal resistance of 0.5°C/W are able to transfer more heat from the chip than air cooled burn-in ovens with junction to ambient thermal resistance of 1.5°C/W. Since the total power at burn-in condition \( T_j = 110°C, V_{DD} = 1.8V \) for this chip is 66W, 1°C/W reduction in thermal resistance will allow us to perform burn-in with 66°C higher ambient temperature. The results in Figure 4.4 confirm that the ambient temperature is increased from 10°C to 76°C in liquid cooled ovens. It should be noted that since the ambient temperature in an air-cooled ovens cannot be less than the a room temperature, it is impractical to burn-in this microprocessor in air-cooled burn-in oven as at room temperature ambient, the chip will eventually go into thermal runaway.

The processors in a production line often have a skewed normal leakage distribution. The processors with larger off state leakage are more susceptible to thermal runaway. Since processors with higher leakage are also faster, the economic cost of losing them to thermal runaway is even higher than the processors with average leakage. Therefore, a flexible burn-in procedure must be tailored according to the leakage. The processors are categorized based on their leakage. Subsequently the burn-in procedure for each category is optimized to minimize the thermal runaway probability. The variations in leakage power are mostly due to process variations. Simulations were carried with 10% reduction in the channel length of the transistors in 130 nm technology. This resulted in a 3X increase in the sub-threshold current. This increase in the sub-threshold current increases the leakage power of the test chip under burn-in condition by 3X. This extra leakage increases the junction temperature. Figure 4.5 illustrates the simulation results of the chip that its transistors
Figure 4.5: Steady-state junction temperature under burn-in conditions for a 130-nm microprocessor with a 10% smaller channel length.
have 10% smaller channel length than the nominal value in 130 nm technology. The excessive leakage due to the smaller channel length increases the junction temperature. As can be seen in Figure 4.5, the ambient temperature must be reduced from 76°C (shown in Figure 4.4) to 30°C (shown in Figure 4.5) for a liquid cooled burn-in oven ($R_{ja} = 0.5°C/W$) to maintain the junction temperature at 110°C. Since it is difficult to maintain the ambient temperature in burn-in ovens around room temperature, it is necessary to reduce the junction to ambient thermal resistance of the burn-in oven. The next generation burn-in ovens are expected to have a thermal resistance of 0.3°C/W using refrigeration as a cooling solution and a thermal resistance of 0.25°C/W using spray cooling technique as cooling solution, respectively. With a thermal resistance of 0.25°C/W, this processor can be burnt-in in the ambient temperature of 70°C (Figure 4.5).

4.3 Thermal Runaway

As mentioned before, temperature and leakage current are strongly correlated and create a positive feedback mechanism between them. Increasing the junction temperature will increase the leakage current and increased leakage current will further increase the junction temperature. Under burn-in or normal operating conditions, designers try to control the junction temperature by removing the heat from the chip. As long as the rate of heat removal is greater or equal to the rate of heat generation, the junction temperature remains constant at the designed operating point. When the rate of heat generation becomes greater than the rate of heat removal, junction temperature starts to increase and thermal runaway occurs. Figure 4.6 shows the transient behavior of the junction to ambient thermal resistance. When the chip is powered on, the thermal resistance starts to increase and reaches to its steady state condition, which as a typical example is 0.6°C/W.
Figure 4.6: Junction to ambient thermal resistance ($R_{ja}$) increases with time and reaches its steady-state value of $0.6^\circ C/W$. 
Figure 4.7: 130-nm microprocessor leakage power (exponential) and removed power (straight lines) for a thermal resistance of 0.6°C/W.
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In Figure 4.7, straight lines are drawn using Equation 4.6, which can be expressed as:

\[ P_{\text{removed}} = \frac{T_j - T_a}{R_{ja}} \]  

(4.6)

with an ambient temperature of 35°C. As time increases, the thermal resistance increases from 0°C/W and reaches a steady-state value of 0.6°C/W. Hence, the straight lines represent transient behavior caused by changing thermal resistance with time. On the other hand, the exponential curve is the generated leakage power or chip leakage power at a given ambient temperature. An intersection of the straight line (representing the removed power) and the exponential curve (representing the leakage power) represents the steady state operating condition of the system where removed heat is equal to the generated heat. As long as there is an intersection between the removed power curve and the chip power curve, thermal runaway will not occur.

In Figure 4.8, the leakage power of the chip with nominal leakage and the leakage power of the chip with high leakage due to 10% shorter channel length, versus the junction temperature are depicted. It can be seen that the leakage power for the nominal leakage chip has an intersection with the removed power curve at 110°C. The slope of the line is 1/0.5°C/W and the ambient temperature is 80°C. At a higher temperature than 110°C the removed power is larger than the chip leakage power and at a lower temperature than 110°C the leakage power is higher than removed power. This means that from any point in the neighborhood of 110°C the temperature will return to 110°C, which is the design point for burn-in condition. On the other hand if we look at the curve for the high leakage chip, we see that there is no intersection between this curve and the removed power curve with thermal resistance of 0.5°C/W. Since at all temperatures the removed power is less than the leakage power, for this particular chip, the burn-in environment will lead the chip to thermal runaway. To overcome the problem the burn-in environment must be changed. The new environment is shown in the figure with a thermal resistance of 0.25°C/W and an
Figure 4.8: Burn-in setup points for nominal leakage and high leakage chips.
ambient temperature of $70^\circ C$. From this experiment, it can be concluded that for scaled chips with higher leakage power, the setup for the burn-in environment must evolve by either reducing either the ambient temperature or the thermal resistance or a combination of both of them. This will shift the removed power curve to the left to intersect the leakage curve of the generated power for the IC at the designed burn-in condition.

4.4 Conclusion

In this chapter, we investigated the thermal management of high performance chips in the burn-in environment. An electro-thermal analysis tool was developed to analyze thermal runaway possibilities due to self-heating in the burn-in environment.

It was concluded that in order to avoid thermal runaway, the burn-in environment must be set up such that the chip power at any temperature higher than the burn-in temperature is less than the removed power so the junction temperature converges to the burn-in design point temperature.
Potential advantages of using refrigeration for cooling processors have been reported in the past [4]. Low temperature operation can reduce important device scaling and circuit performance barriers in sub-130nm CMOS technologies. It permits the scaling of supply voltages of high speed circuits to sub-1V by reducing the sub-threshold currents and increasing the carrier mobility in the channels, lowering interconnection resistances significantly, and reducing interconnection related failure mechanisms. In this chapter, tradeoffs in microprocessor clock frequency, energy efficiency (MIPS/Watt), die area and system power are investigated when active cooling is used to reduce the operating junction temperature of the microprocessors below a typical hot temperature of 90°C. However, the study is not looking at sub-ambient operating temperatures. It is of interest to lower microprocessor junction temperature below 110°C depending on the cooling efficiency of
the technique we have selected.

The purpose of this work is to find out if low temperature CMOS operation has any merit for scaled technologies where transistor subthreshold leakage is relatively high. And if yes, what kind of device, circuit, and design choices are applicable for high performance microprocessors. Consequently, the above mentioned tradeoffs were studied by combining active cooling with:

- Supply voltage ($V_{DD}$) selection.
- Applying body bias.
- Sizing of transistors in critical and non-critical paths on chip.
- Reduction of channel length ($L$) as a function of different process technology worst case leakage limits.

Active cooling with and without refrigeration was considered. Several active cooling techniques including air cooling, liquid cooling and refrigeration were investigated. Refrigeration is the most effective cooling solution and is considered for junction temperatures not much below the ambient temperature. Cooling power was considered as part of total system power tradeoffs. System power is the total of chip power (switching and leakage) and power consumed by the cooling system. Analytical models are used for frequency, power, die area, etc. in an electro-thermal analysis tool. The new tool analyzes:

- Frequency, limited by logic and interconnect $RC$ paths.
- System energy efficiency.
- Chip switching and leakage powers, including subthreshold and gate oxide leakage.
- Package and cooling system characteristics.
- Die area.
- Gate oxide reliability-limited maximum $V_{cc}$ constraints.
- Maximum temperature in a self-consistent manner.

The model parameters and input parameters to the tool are typical values. The parameters are extracted from device measurements, process files, and chip measurements.

### 5.1 Self-Consistent Electro-thermal Optimization

To account for the change in junction temperature, an electro-thermal analysis tool was developed to self-consistently compute the junction temperature, power, and operating frequency of the microprocessor. Figure 5.1 shows the framework of this electro-thermal optimization tool [8]. Starting with an initial assumption of junction temperature ($T_{j-initial}$), the electro-thermal analysis tool first computes frequency and power. At this point, the data from simulation and measurement for $I_{on}$ and $I_{off}$ at the given $V_{DD}$ are incorporated into power and frequency calculations. Other parameters are extracted from process files. In the next step, based on the package and cooling system characteristics, the new junction temperature ($T_j$) is computed, and the new $T_j$ is the starting point for the power and frequency calculations in the following iterations. These iterations continue until junction temperatures computed in consecutive steps converge to a steady-state temperature. If we do not achieve convergence, it indicates the thermal runaway [84]. When the iterations converge, we obtain the final self-consistent junction temperature. The tool also produces values for corresponding frequency, chip switching and leakage power, active cooling system power, and die area that are consistent with the final temperature. The tool has the following parameters:
- Thermal resistance of the packaging and cooling system.

- Coefficient of performance (COP) for active cooling (defined as the ratio of the cooling power to the power consumed by the cooling system).

- Chip design and process technology characteristics (Figure 5.2).

Figure 5.1: Framework of the electro-thermal analysis tool for this study [8].
**Figure 5.2:** Algorithm of the self-consistent physically-based electro-thermal modeling approach.

### Table: Algorithm of Self-Consistent Physically-Based Electro-Thermal Modeling Approach

<table>
<thead>
<tr>
<th>INPUT</th>
<th>Computation s</th>
<th>OUTPUT</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Frequency</strong></td>
<td>Physically-Based Frequency Calculation</td>
<td><strong>Self Consistent:</strong></td>
</tr>
<tr>
<td>Frequency</td>
<td>Based on</td>
<td>V&lt;sub&gt;DD&lt;/sub&gt;</td>
</tr>
<tr>
<td>Interconnect</td>
<td>(1) Critical Path Delay</td>
<td>Junction Temperature</td>
</tr>
<tr>
<td>Transistor</td>
<td>(2) Interconnect Delay</td>
<td>Frequency</td>
</tr>
<tr>
<td>On, Off, V&lt;sub&gt;DD&lt;/sub&gt;</td>
<td>= C.V&lt;sup&gt;2&lt;/sup&gt;.f</td>
<td>Gate</td>
</tr>
<tr>
<td>Logic Depth</td>
<td></td>
<td>Leakage Power</td>
</tr>
<tr>
<td>Body Bias (BB)</td>
<td>= I&lt;sub&gt;off&lt;/sub&gt; * V</td>
<td>Subthreshold Leakage Power</td>
</tr>
<tr>
<td><strong>Body Bias</strong></td>
<td></td>
<td>Dynamic Power</td>
</tr>
<tr>
<td><strong>Activity Factor</strong></td>
<td></td>
<td>Power</td>
</tr>
<tr>
<td>C&lt;sub&gt;junc&lt;/sub&gt;, C&lt;sub&gt;gate&lt;/sub&gt;, BB, V&lt;sub&gt;c&lt;/sub&gt;, Frequency</td>
<td></td>
<td>Cooling Power</td>
</tr>
<tr>
<td><strong>No. of Transistors</strong></td>
<td></td>
<td>Energy Efficiency</td>
</tr>
<tr>
<td><strong>Power Static</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Activity Factor</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Statistical I&lt;sub&gt;off&lt;/sub&gt; Distribution</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Subthreshold Slope</td>
<td></td>
<td></td>
</tr>
<tr>
<td>I&lt;sub&gt;gate&lt;/sub&gt;, V&lt;sub&gt;DD&lt;/sub&gt;, BB</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hot Spot Leakage</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Increase Factor</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Hot Spot Leakage Increase Factor</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R&lt;sub&gt;ja&lt;/sub&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Temperature</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Initial T&lt;sub&gt;junc&lt;/sub&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>T&lt;sub&gt;amb&lt;/sub&gt;, P&lt;sub&gt;chip&lt;/sub&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coefficient of Performance (COP)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>R&lt;sub&gt;ja&lt;/sub&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>_<em>For 100 W Chips:</em></td>
<td></td>
<td></td>
</tr>
<tr>
<td>COP&lt;sub&gt;AirCooling&lt;/sub&gt; = 7.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>R&lt;sub&gt;ja&lt;/sub&gt; = 0.575 °C/W</td>
<td></td>
<td></td>
</tr>
<tr>
<td>COP&lt;sub&gt;Refrigeration&lt;/sub&gt; = 3.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>R&lt;sub&gt;ja&lt;/sub&gt; = 0.145 °C/W</td>
<td></td>
<td></td>
</tr>
<tr>
<td>T&lt;sub&gt;j&lt;/sub&gt; = T&lt;sub&gt;a&lt;/sub&gt; + R&lt;sub&gt;ja&lt;/sub&gt; * P</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Although the framework of this algorithm was well known, we conducted an extensive research to follow each step in this algorithm to keep the tool physically-based. The frequency calculations mimic microprocessor frequency limitations by considering critical path delay and the role of interconnect delay. Circuit parameters such as supply voltage, body bias voltage, number of buffers used in long interconnect lines, and logic depth in critical paths beside transistor parameters including $I_{on}$, $I_{off}$, $C_j$, and $C_{gate}$ and interconnect parameters including $C_{int}$ and $R_{int}$ are extracted, measured, or calculated. The critical path logic depth is used to transition from the transistor to the microprocessor frequency calculation. Figure 5.2 illustrates the important physical parameters which are used to develop the electro-thermal analysis tool. In this figure, in each section (frequency, power and temperature calculations) all the relevant parameters are shown. Each of these parameters, their changes with respect to other parameters, and their impact on the simulation results were studied separately. Their value were extracted from process files, measurements, or physically based calculations. After incorporating these parameters into the tool, the tool was calibrated to actual microprocessor measurements. Figure 5.3 shows the sort level measured data and simulated data for $V_{DD} = 1.1V$ to $V_{DD} = 1.7V$ and $T_j = 25^\circ C$. The calibration was performed by modifying the critical parameters in architectur and circuit level like number of stages in critical path and the activity factor of the chip. Other measurements like total leakage power, total dynamic power, and cooling power were used to confirm the simulation results with respect to measurement results.

5.2 Full Chip Power Estimation

For a 32-bit microprocessor used in this study, the total power can be expressed as:

$$P_{total} = P_{logic} + P_{memory} + P_{I/O}$$  \hspace{1cm} (5.1)
Figure 5.3: Sort level data and measured data for calibration of the electro-thermal tool.
The logic in the microprocessor can be sub-divided into various functional blocks such as the data path, register files and etc. The total width of devices in each block is extracted from the actual design as well as memory (cache) and I/O blocks. For each of these blocks, the leakage power and dynamic power based on the maximum achievable frequency were calculated.

For power calculations, switching power, leakage power and cooling power were incorporated. The short circuit power was ignored. Dynamic switching power was computed according to the appropriate microprocessor activity factor, chip supply voltage, chip switching capacitance, body bias, and the area based on the number of transistors. Static leakage power has also considered gate leakage. The chip leakage is derived based on statistical transistor leakage distributions [59]. The role of hot spots on the chips was also considered for leakage and maximum operating frequency of the chip by giving weight to different blocks on the chip based on the temperature distribution which has been derived from experimental data. Cooling power was computed based on chip power and the COP and thermal resistance of different cooling solutions.

### 5.2.1 Dynamic Power and Frequency Estimation

The dynamic power or switching power of a general block can be expressed as [66]:

$$
\sum_{i=1}^{N} P_{i\text{-switching}} = \sum_{i=1}^{N} \alpha_i C_i V_{DD}^2 f(V_{DD}, T_j)
$$

where $N$ is the number of blocks and $\alpha_i$ is the activity factor and $C_i$ is the total capacitance of the respective block. $V_{DD}$ is the specified operating voltage, $f$ is the the chip operating frequency and $T_j$ is the chip junction temperature. The frequency $f$ can be calculated based on total current charging and discharging the load capacitance as shown in Figure 5.4 and can be defined as [66]:

$$
\text{(5.2)}
$$
Figure 5.4: The total current that charges the load capacitance in an inverter.

\[ \tau = \frac{\tau_{charge} + \tau_{discharge}}{2} \]

where

\[ \tau_{charge} = \frac{C \times V_{DD}}{I_{charge}} \quad \text{and} \quad \tau_{discharge} = \frac{C \times V_{DD}}{I_{discharge}} \]

\[ \tau = \frac{1}{f} = \frac{(1 + f_{int}) \cdot C \cdot V_{DD}}{2 \cdot n} \left( \frac{(I_{on-N} \cdot W_N - I_{off-P} \cdot W_P) + (I_{on-P} \cdot W_P - I_{off-N} \cdot W_N)}{(I_{on-N} \cdot W_N - I_{off-P} \cdot W_P) \cdot (I_{on-P} \cdot W_P - I_{off-N} \cdot W_N)} \right) \] (5.3)

In Equation 5.3, \( n \) is the logic depth in the critical path and \( f_{int} \) is the fraction of the capacitance contributed by interconnect. \( I_{on-N} \) and \( I_{on-P} \) are the on-currents of NMOS and PMOS transistors, respectively, and where \( I_{off-N} \) and \( I_{off-P} \) are the off-currents of these transistors. \( W_N \) and \( W_P \) are the total widths of NMOS and PMOS devices respectively. Note that the on-current and off-current of transistors are obtained from circuit simulations. In Figure 5.4, \( C_{load} \) is charging when the PMOS transistor is ON and NMOS transistor is OFF, so the total current charging the load capacitance will be \( (I_{on-P} - I_{off-N}) \). The same concept applies for discharging the load capacitance where total current will be \( (I_{on-N} - I_{off-P}) \).
5.2.2 Capacitance Calculation for Frequency and Power Estimation

The total capacitance is the sum of the two parallel capacitances. One is the capacitance of the driver which drives the load and the other is the capacitance of the load [66].

\[ C = C_{load} + C_{driver} \]  \hspace{1cm} (5.4)

The driver and load capacitances can be expressed as [66]:

\[ C_{driver} = (C_{kja} + C_{kjp} + C_{kjpg}).W_N + C_{ovw-N}.W_N + (C_{kja} + C_{kjp} + C_{kjpg}).W_P + C_{ovw-P}.W_P \]  \hspace{1cm} (5.5)

\[ C_{load} = fanout.(3C_{ovw} + C_{ox}).W_N + fanout.(3C_{ovw} + C_{ox}).W_P \]  \hspace{1cm} (5.6)

In Equations 5.5 and 5.6 different components can be described as follows:

- \( C_{kja} \): Diffusion to substrate capacitance.
- \( C_{kjp} \): Sidewall capacitance.
- \( C_{kjpg} \): Capacitance between Source/Drain diffusions.
- \( C_{ox} \): The gate (oxide) capacitance.
- \( C_{ovw} \): The overlap capacitance between the gate and the Source/Drain.

The factor of 3 before \( C_{ovw} \) in Equation 5.6 accounts for the effective Miller capacitance between the gate and the drain of the NMOS and PMOS transistors, when the load inverter input is high and the output is low or vice versa. Figure 5.5 shows these capacitances in a MOS transistor structure.

For any given block \( i \), the capacitance can be expressed as:

\[ C_i = C_{dN}.W_N + C_{dP}.W_P + C_{int} \]  \hspace{1cm} (5.7)
Figure 5.5: Capacitances associated with a MOS transistor.

where:

\[ C_{int} = f_1(C_{DN}W_N + C_{DP}W_P) \] (5.8)

and

\[ C_d = \beta(C_{kja} + C_{kjp} + C_{kjpg}) + 2C_{ovw} + C_{ox} \] (5.9)

where \( \beta \) is fitting parameter, \( 1 \leq \beta \leq 2 \). In Equation 5.9, \( C_{ox} \) is the gate capacitance.

5.2.3 Leakage Power

Although leakage power can be attributed to both subthreshold and gate leakage, the primarily focus will be on the subthreshold leakage. This is due to the fact that the gate leakage is highly process dependent and can also be tuned to a desirable level by suitable process adjustment. In this work we found that for this technology the gate leakage power was a small percentage of the subthreshold leakage power (less than 1%).

It must be noted that subthreshold leakage is strongly affected by process variations. Process variations cause a variability in the transistor channel length, which in turn causes
a variation in the transistor threshold voltage \( (V_T) \) due mainly to short-channel effects. The variation in the value of \( V_T \) causes a variation in the subthreshold leakage, which can be expressed as \[77\]:
\[
\Delta I_{\text{off}} = I_{\text{off-ref}} \cdot 10^{(V_{T-ref} - V_T)/S} \tag{5.10}
\]
In Equation 5.10 \( V_{T-ref} \) and \( I_{\text{off-ref}} \) are the threshold voltage and leakage current respectively at some reference technology node, and \( S \) is the subthreshold swing. This indicates that, for a given temperature, as the threshold voltage decreases, the leakage current increases exponentially. To account for the process dependency, the leakage power can be expressed as \[59\]:
\[
\sum_{i=1}^{n} P_i = \sum_{i=1}^{n} \frac{I_{\text{off}}^{3\sigma}}{m} \cdot \exp\left\{ \frac{\sigma^2}{2\lambda^2(V_{DD}, T_j)} - \frac{3\sigma}{\lambda(V_{DD}, T_j)} \right\} \cdot W_i \cdot X_n \cdot V_{DD} \tag{5.11}
\]
where
- \( n \) is the number of blocks.
- \( m \) is fraction of \( \text{off} \) devices.
- \( X_n \) is the noise factor \( I_{\text{off}} \).
- \( \sigma \) is the standard deviation of \( I_{\text{off}} \) process distribution.
- \( \lambda \) is the slope of the \( I_{\text{off}} \) vs. channel length \( (L) \) curve.
- \( W_i \) is the total width of transistors in block \( i \).

### 5.3 Reliability and Cooling Constraints

This section will describe how the gate oxide reliability and cooling constraints are integrated into the electro-thermal tool.
5.3.1 Reliability Constraints

In the electro-thermal modeling of the chip, it is necessary to consider the long term gate oxide reliability of the chip. In any given junction temperature there is a maximum $V_{DD}$, beyond which, the gate oxide reliability of the chip will be compromised. To validate the $V_{DD}$ values in the self-consistent methodology, a gate oxide reliability constraint equation is used as given below:

$$V_{DD} \leq V_{max} = T_j \times R + c \quad \text{and} \quad R = \frac{xmV}{1^\circ C} \quad (5.12)$$

In Equation 5.12, $R$ is a technology dependent reliability factor. The constant $c$ can be calculated based on $R$ and nominal values of $V_{DD}$ and $T_j$. $V_{max}$ is the maximum voltage for $V_{DD}$ that satisfies the reliability criterion for gate oxide. The reliability criterion is checked at the end of each iterative loop in Figure 5.1 in calculating $T_j$ and $V_{DD}$.

5.3.2 Cooling Constraints

The operating junction temperature of a chip depends on the cooling solution that is used for conducting the generated heat from the junction to the ambient surrounding the chip. Different cooling solution can be used to remove the generated heat. In this study we focus on the air cooling and refrigeration to compare the low temperature and high temperature operation of microprocessors. The model that is used in the electro-thermal tool is shown in Figure 5.6. In this model:

$$T_j - T_{amb} = P_{chip}.R_{ja} \quad \text{where} \quad R_{ja} = R_{jc} + R_{ca}$$

$$T_{amb} - T_{out} = P_{sys}.R_{sys}$$

$$P_{cooling} = Q_{elec} = \frac{P_{chip}}{COP} \quad \text{and} \quad \eta = 1 - \frac{1}{COP}$$
\[ P_{sys} = P_{chip} + P_{cooling} = P_{chip} + (1 - \eta).P_{chip} = (2 - \eta).P_{chip} \] (5.13)

In Equation 5.13, \( P_{sys} \) is the total system power which includes total chip power (dynamic and static) as well as power spent due to any dynamic cooling mechanism with an efficiency of \( \eta \) (\( \eta < 1 \)). \( T_{amb} \) is the ambient temperature (temperature immediately outside the chip case) and \( T_{out} \) is the external room temperature. Table 5.1 shows the cooling parameters for different cooling techniques for a 100 W processor. In this table \( R_{j-c} \) is the junction to case and \( R_{c-a} \) is the case to ambient thermal resistance. \( Q_{elec} \) is the amount of power used by the cooling system and the coefficient of performance (COP) is the ratio of the chip power to cooling power. \( T_a \) and \( T_j \) are ambient and junction temperature respectively.
Table 5.1: Cooling parameters for a 100 W processor which is cooled in 3 different ways: air cooling, liquid cooling and refrigeration.

<table>
<thead>
<tr>
<th></th>
<th>Air Cooling</th>
<th>Liquid Cooling</th>
<th>Refrigeration</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_{j-c}$ (°C/W)</td>
<td>0.305</td>
<td>0.305</td>
<td>0.305</td>
</tr>
<tr>
<td>$R_{c-a}$ (°C/W)</td>
<td>0.393</td>
<td>0.290</td>
<td>0.050</td>
</tr>
<tr>
<td>$Q_{elec}$</td>
<td>2.0</td>
<td>7.5</td>
<td>50.0</td>
</tr>
<tr>
<td>$COP$</td>
<td>50.0</td>
<td>13.3</td>
<td>2.0</td>
</tr>
<tr>
<td>$T_a$ (°C)</td>
<td>35.0</td>
<td>35.0</td>
<td>35.0</td>
</tr>
<tr>
<td>$T_j$ (°C)</td>
<td>104.8</td>
<td>94.5</td>
<td>70.5</td>
</tr>
</tbody>
</table>

5.4 Optimization of Microprocessor Operating Frequency Subject to Reliability Constraints

To demonstrate how the modeling works, Figure 5.7 shows the results of an optimization for an example microprocessor in a low-leakage 130nm process technology for a typical package and air cooling system. Solutions are obtained for different $V_{DD}$ values, and an operating point is accepted only if $V_{DD}$ does not exceed the gate oxide reliability-limited maximum ($V_{max}$) at the final $T_j$. Therefore, reliability considerations set the maximum allowable supply voltage. The highest optimal frequency and corresponding $T_j$ are set by $V_{DD} = V_{max}$ at that $T_j$. For these simulations, the ambient temperature ($T_a$) is set to 35°C.

The X-axis of Figure 5.7 represents the chip operating frequency. The Y-axis has captured multiple parameters including power, temperature, supply voltage and the reliability maximum allowed supply voltage ($V_{max}$). As the supply voltage increases, the
Figure 5.7: Optimization of microprocessor operating frequency subject to reliability constraints.
chip frequency increases, and the junction temperature rises. However, the maximum reliability-limited supply voltage reduces at higher temperatures due to degraded gate oxide reliability performance. Consequently the maximum supply voltage is determined at the intersection of the $V_{DD}$ and reliability limited maximum $V_{max}$ curves. This sets the junction temperature, frequency and power of the chip accordingly. The optimal operating frequency is 2.7GHz at $V_{DD}$ of 1.5V and $T_j$ of 81°C where the system power is 82W. Interconnect $RC$ delays with repeaters can also limit the maximum frequency (top portion of Figure 5.7) since $RC$ delays change with $T_j$ in a different way from transistor performance and circuit delay. Also, $RC$ delay is relatively insensitive to $V_{DD}$ change, whereas circuit delays in logic paths change significantly with $V_{DD}$. In an optimum design interconnect should not limit chip frequency and power at the optimum frequency. This allows transistors to provide their highest potential performance. This is shown in top portion of Figure 5.7 where interconnect dashed line increases power without improving the chip frequency after optimal operating point.

5.5 Low-leakage vs. High-leakage Technology Trade-offs

Figure 5.8 shows the frequency and power tradeoffs for iso-reliability high performance operation and iso-power operation conditions when refrigeration active cooling is incorporated. The relative contributions of cooling power, dynamic power, and leakage power demonstrate how leakage power and cooling power can be traded off. This is best shown in the iso-power case. For a constant power limit of 80W, the frequency increases by 4.5% going from air cooling to refrigeration in a low-leakage technology, and by 7.5% for high-leakage technology (Figure 5.8). This happens because when leakage is a large percentage
of the total power (31% in this case), the leakage power reduction due to lower $T_j$ translates to more savings in total chip power. Then, power overhead of the cooling system will have less impact on total system power. To achieve the highest operating frequency in line with

Figure 5.8: Reliability and power limited maximum frequency achievable for low and high leakage technologies with refrigeration.

For a low-leakage technology, the reliability-limited frequency improves by 12% and the system power increases by 35% going from air cooling to refrigeration. When leakage is higher, the frequency increases by 17% for a 62% increase in system power. Therefore, the frequency vs. power tradeoff is worse when the leakage is higher. Frequency improvements in both cases come from operation at reduced temperature and the higher $V_{DD}$ allowed at lower $T_j$ due to utilizing refrigeration.
5.6 Power, Frequency and Energy Comparisons for Optimal Design at Low Temperature

Now that the active cooling for different amounts of worst-case process technology leakage constraints have been studied, the optimum design for low temperature CMOS operation can be investigated. The following design techniques for optimal low temperature operation are considered: Changing $V_{DD}$, changing transistor channel length and enhancing the process technology, changing transistor sizing, and applying body bias. Figure 5.9 shows tradeoffs in system power, energy efficiency and die area vs. frequency offered by forward body bias ($FBB$), shortening $L$, changing $V_{DD}$ and transistor sizing, with and without refrigeration. System power and system energy efficiency as a function of chip frequency is plotted in Figure 5.9. These graphs are normalized to air cooling power, energy efficiency and frequency. When refrigeration combined with a design technique is utilized, the goal is to minimize the slope in the system power versus chip frequency curves. This corresponds to maximum chip frequency increase for lowest increase in system power. For system energy efficiency, the goal is the maximum change in frequency and highest possible energy efficiency.

Figure 5.9 shows how applying forward body bias in addition to refrigeration increases the frequency but the rate of system power increase is rather steep. Applying 0.4V $FBB$ increases frequency by an additional 2.7% and increases power by 27%. The best $FBB$ tradeoff is when its value is limited to 100mV. $FBB$ also degrades energy efficiency by 16%. Decreasing $V_{DD}$ from 1.56V to 1.4V lowers both frequency and system power. However, at lower $V_{DD}$ values, the rate of chip slowdown is much higher than the achieved power saving. Reducing sizing by lowering transistor width has similar tradeoffs as for the supply voltage.
Figure 5.9: Tradeoffs in system power, energy efficiency, die area, and frequency by different circuit and design techniques.
Table 5.2 summarizes integration of different design solutions and explores the design space for iso-power and iso-frequency conditions. Combined refrigeration with shorter $L$ (enhancing technology), appropriate $V_{DD}$ selection and transistor sizing provides the highest frequency for any system power limit and the highest energy efficiency for any target frequency. The greatest frequency increase of 11% is achieved for the iso-power case at a $V_{DD}$ of 1.41V, a temperature of 31°C and 11% smaller area for enhancing the technology in our design space. While performing iso-frequency analysis, enhancing the technology (shorter $L$), provides 38% total system power saving at a $V_{DD}$ of 1.36V, a temperature of 15°C and 33% smaller area. In both cases we improve the energy efficiency by 11% and 62%, respectively.

In summary, Table 5.2 shows improvements in frequency for equal power and reduction in power for a specific target frequency for air cooling and refrigeration when transistor sizing and the supply voltage are optimized for optimal forward body bias and shorter $L$. Die area changes are also compared. Reducing $L$ provides better frequency and power improvement than $F_{BB}$ in all cases.

Also, combining refrigeration with shorter $L$ is the best for minimizing power and maximizing frequency. Furthermore, this strategy provides lowest die area when comparing power at equal frequency, and second best when comparing frequency at equal power.

## 5.7 Conclusion

In this work an electro-thermal analysis tool was developed. Using this tool the tradeoffs in microprocessor frequency and system power achievable by combining refrigeration with supply voltage selection, body bias, transistor sizing, and shorter channel length were studied. Reducing the channel length provides better frequency and power improvement
Table 5.2: Optimum design space for active cooling at iso-power and iso-frequency conditions in an ambient temperature of 35°C.
than forward body bias. Also, combining refrigeration with shorter channel length produces the best power-frequency tradeoffs.
Chapter 6

Conclusion

Heat and power management of high performance VLSIs is becoming one of the most important issues for scaled CMOS technologies. These issues involve power and junction temperature estimation for normal and stress conditions, long term reliability in normal operating conditions and reliability screening of the chip under stress conditions. In this thesis, some of these issues were described and some novel methodologies to address them were developed.

In chapter two, burn-in as a reliability screening test and the burn-in issues with respect to technology scaling were discussed. In chapter three, after reviewing the concept of the thermal resistance of the CMOS, a novel technique was introduced to estimate the junction temperature in normal and burn-in conditions. The technique was used for burn-in optimization with respect to reliability and yield. In chapter four a new insight for thermal runaway as a threat to the yield of VLSI chips during burn-in was discussed. Finally in chapter five a self-consistant electro-thermal modeling tool was developed to study the tradeoffs of low temperature operation. This model was described and the result of a low temperature operation study was presented.
6.1 Thesis Contribution

This thesis has made several contributions in the design, quality and reliability of integrated circuits.

Contemporary VLSI designs have become extremely power hungry and, as a consequence, their junction temperature has increased with scaling. The increased junction temperature in scaled technologies and its effects on the reliability, quality and performance of the circuits, have been the primary reason for designers to focus on junction temperature estimation in the early stages of design. In this thesis, a technique for junction temperature estimation is developed. Using this technique, the increase in the normalized junction temperature with scaling was predicted. Based on this particular work, papers J2, J3, and C4 were published. This included an invited paper to IEEE Transaction on Device and Materials Reliability.

Unabated increase in junction temperature is the cause of several quality and reliability problems, including thermal runaway. Therefore, we must devise technology, circuit, and operational techniques to contain this increase. This thesis provide a new insight into the concept of thermal runaway and how it may best be avoided. Based on this work, papers J1, C2, and C3 were published.

One of the possible ways to avoid the static power increase is low temperature operation, which provides lower static power and higher performance. In this thesis an electro-thermal tool was developed to study the low temperature operation of the high performance processors. In this tool all the physical parameters of the chip at device, circuit and system level was incorporated and the tool was calibrated to an actual microprocessor. The result of this work was published in paper C1 as an invited paper in IEEE DAC. The complete list of the publications is presented in appendix A.
6.2 Future Work

Power dissipation limits have emerged as a major constraint in the design of high performance circuits such as processors. At the low end of the performance spectrum, namely in the world of handheld and portable devices or systems, power has always dominated over performance (execution time) as the primary design issue. Battery life and system cost constraints drive the design team to consider power over performance in such a scenario. On the other end of the spectrum, the total power consumption of high performance microprocessors increases with scaling. Off-stage leakage current is an increasing percentage of the total current at the 130 nm and sub-100 nm nodes under nominal conditions. For 130 nm technology the leakage power is 20% to 50% of the total power and is expected to increase to even more than 50% for sub-100 nm technologies.

Moreover in a reliability screening environment (e.g. burn-in) where ICs are tested under voltage and temperature stress, the ratio of leakage to active power becomes adverse and increases the probability of thermal runaway. These issues must be addressed at the architectural, circuit design and packaging levels. Such a scenario is not just limited to high-end processors. High performance analog and mixed signal circuits, and memories are also confronted with similar challenges. For example, multi GHz clock and data recovery circuits, line drivers, back plane drivers dissipate significant amount of power. Similarly, Content Addressable Memories (CAM) due to their parallel search capabilities also dissipate large amount of power. In other words, thermal management in high performance VLSI circuits will become an integral part of the design, test, and manufacturing.

The followings areas need extensive research to address the above mentioned issues. The first step to address these issues is to implement more powerful CAD tools to estimate the total power consumption and junction temperature of the ICs under nominal and stress conditions. These tools must incorporate the circuit, architectural, and packaging
characteristics of the IC to study power, energy efficiency, and performance tradeoffs. I will continue my research in this area as an integrated part of my research in other areas.

6.2.1 Low Power and High Performance VLSI Design Using Circuit and Layout Techniques

The reliability of circuits is exponentially dependent on the operating temperature. Even small differences in operating temperature (of the order of $10^{-15} \, ^\circ C$) can result in a factor of 2 reduction in the device lifetime. Besides reliability, thermal analysis is also important because cross-chip temperature gradients and thermal coupling effects induced by localized power dissipation may affect the performance of the circuit. Performance degradation caused by thermally-induced device mismatch is a major concern in the design of integrated circuits, particularly in circuits which experience a large amount of dissipated power, or in high precision circuits, such as data converters, instrumentation amplifiers, analog multipliers, etc. Given the above, it is not surprising that the awareness of thermal issues and the need for thermal co-design has increased over the past few years.

Part of my future plan will be focusing on the thermal behavior of integrated circuits and improving them effectively by means of layout optimization and/or circuit and technology techniques. Layout and circuit techniques can reduce the junction temperature and leakage power, which are strongly correlated.

6.2.2 Packaging Research for High Performance Systems on Chip

The current advances in packaging technology, especially in Chip Scale Packages (CSP), are leading to packages with smaller pitches and more complex designs. An efficient electro-thermal model must let the designer take into account the heat transfer within devices
and surrounding materials to silicon chip and advanced package-level cooling solutions. Incorporating package-level cooling solutions will give designers the capability of studying the low temperature operation of ICs.

Other than air-cooling, liquid cooling and refrigeration seem to be good candidates for low temperature operation. Another part of my research will focus on low temperature operation, where the designers will benefit from higher performance and lower power consumption at the circuit level. However, the cost of these techniques must be evaluated and power (cost)/performance tradeoffs must be studied at the package level rather than circuit level alone.
Appendix A

List of Publications

A.1 Journal Papers:


A.2 Referred Conference Papers:


Appendix B

Glossary of Terms

VLSI Very Large Scale Integrated.
CMOS Complementary Metal Oxide Semiconductor.
TTL Transistor-Transistor Logic.
ESD Electro-Static Discharge.
DFR Decreasing Failure Rate.
CFR Constant Failure Rate.
IFR Increasing Failure Rate.
BI Burn-in.
WLBI Wafer Level Burn-in.
BIB Burn-in Board.
DUT Device Under Test.
Glossary of Terms

**TDBI** Test During Burn-in.

**TDDB** Time-Dependent Dielectric Breakdown.

**SILC** Stress-Induced Leakage Current.

**MTTF** Mean Time To Failure.

**EM** Electro-Migration.

**DPM** Device Per Million.

**FIT** Failure In Time.

**MTCMOS** Multi-Threshold CMOS.

**RBB** Reverse Body Bias.

**GIDL** Gate Induced Drain Leakage.

**DCT** Discrete Cosine Transformation.

**W** Width of CMOS transistor.

**L** Channel Length of CMOS transistor.

**$R_{ja}$** Junction to ambient thermal resistance.

**LP** Low Power.

**HP** High Performance.

**UHP** Ultra High Performance.

**RTD** Resistive Temperature Detectors.
**Glossary of Terms**

**MIPS** Million Instruction Per Second.

**COP** Coefficient Of Performance.

**FBB** Forward Body Bias.

**CSP** Chip Scale Package.
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