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Abstract

Over the past 30 years aggressive technology scaling and innovative design techniques

have led to the design of high-performance microprocessors that operate at on-chip clock

frequencies of more than 3GHz and have 100 million or more transistors. The projections

from ITRS 2003 indicate that this trend will continue into the next decade resulting in the

integration of over a billion transistors and on-chip clock frequency exceeding 10GHz by the

year 2010. However, such aggressive technology scaling is not without its challenges. Some

of the most important problems faced by high-performance logic design and test engineers

are related to the high power demand, ensuring adequate noise margin and testability. In

this thesis we address some of these issues in the context of bulk CMOS based logic and

datapath designs.

During the course of this research work, a 32-bit, high performance ALU was designed

with circuit level design modi�cations to ensure its low power operation. In particular, the

critical and non-critical units of the ALU were identi�ed and a dual supply design scheme

was adopted in-order to minimize both switching and leakage power consumption during

the active and standby modes of operation. In addition, a latch (
ip-
op) scheme was

developed that can support a reduced swing clocking scheme and interface signals between

the di�erent power supply domains without consuming additional static power. We also

used a swing-restored CPL (SRCPL) based design approach for the non-critical logic and

shifter units to lower the overall capacitance and data bu�er sizes to reduce overall power

(energy). Our results indicate that by using this strategy, it is possible to reduce the

operating power by up to 24%.
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As the technology is scaled, the transistor leakage current increases exponentially and

causes noise margin degradation in digital circuits. Wide-OR domino logic circuits are

used extensively in the design of ALU front-ends and register �le (RFs). Such circuits

are known to be especially susceptible to leakage induced logic upsets in scaled CMOS

technologies. In this work we investigated several di�erent circuit level schemes that have

already been proposed and compared their e�ectiveness in improving circuit robustness. In

particular, we considered schemes such as reverse body bias, channel length modulation,

pseudo-static techniques, conditional keepers and forward body bias. We also proposed

two circuit techniques that can be used to improve the wide-domino performance while

maintaining iso-robustness scaling and reducing total energy consumption.

Finally in this research, we developed a design-for-testability (DFT) scheme for detect-

ing delay faults in high performance datapaths. As technology is scaled, at-speed testing

is becoming more di�cult, while parametric faults are becoming more common. This

is leading to both yield loss and long-term reliability problems. In addition, automatic

test equipments (ATEs) are unable to keep up with the on-chip clock frequencies and the

number of transistors/pin is increasing, making fault diagnostics a major challenge. The

proposed DFT scheme enables us to detect delay faults with up to 60ps resolution and

diagnose internal logic sub-units that cause such failures. In addition, our scheme allows

for up to 5x lower test-mode clock frequency and converts the hard-to-detect delay faults

into stuck-at faults at the primary outputs of the circuit under test (CUT).

The above design concepts were used to design a 32-bit, 180nm, 1.5GHz ALU with

about 11.5k transistors. The semi-custom design measured 800�m x 600�m and the dif-
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ferent design tradeo�s were quanti�ed for the 180nm generation while the scaling trends

for the 65nm technology were studied using the Berkeley Predictive Technology Models

(BPTM). It is expected that this will help in the design of low power and reliable datapaths

for scaled CMOS technologies.
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Chapter 1

Introduction

The past 30 years have seen unprecedented advancements in semiconductor technology

and the emergence of the microelectronics industry. This has been made possible by

several factors which include the discovery of the metal-oxide semiconductor �eld e�ect

transistors (MOSFETs), the development of the complementary metal-oxide semiconductor

(CMOS) process, aggressive technology scaling and improvements in the semiconductor

manufacturing process. This has led to the integration of more and more transistors that

o�er more functionality, improved performance and enabled the design and development

of modern high performance microprocessors. Higher functionality, larger die-sizes, lower

cost/function have made the modern very large scale integration (VLSI) industry feasible

and sustainable. However, as the semiconductor industry continues to scale to the deep

submicron (DSM) regime and transistor feature size reaches below 180nm, designers and

technologists are faced with several challenges. These stem from some of the fundamental

parameters of the semiconductor material and MOSFET transistors that do not scale with
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Introduction 2

technology, resulting in non-linear shifts in transistor characteristics. This trend is making

the scaling and integration of future CMOS technologies more di�cult.

1.1 VLSI Scaling and ITRS Projections

Technology scaling proposed by [1] has been the main stay of the VLSI industry. This is

based on shrinking of both the vertical and lateral transistor dimensions resulting in more

e�cient operation of the scaled designs. A direct consequence of technology scaling is the

now famous Moore's Law [2] which predicts a doubling of performance of integrated circuits

(IC) every 18 months. This has led to an exponential increase in circuit performance and

throughput, with more functionality while reducing the cost/function for the scaled ICs.

In this section we discuss the fundamentals of CMOS scaling and show some of the future

projections from the International Technology Roadmap for Semiconductors (ITRS 2003)

[3].

The basic idea of CMOS scaling is best explained with the help of Figure 1.1 which

shows two transistors: one that has nominal features (Figure 1.1(a)), and the other that

represents its scaled version (Figure 1.1(b)). It is clear that several transistor parameters

need to be scaled in proportion: transistor channel length (L), thin-oxide (Tox) and sub-

strate doping concentration (NA). The actual dimensions shown in Figure 1.1 are taken

from the original paper that proposed CMOS scaling and correspond to a scaling factor of

5 (S=5). Traditionally, there have been two approaches for technology scaling [4]:

� Constant Voltage Scaling (CVS), and
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� Constant Field Scaling (CFS).

The constant voltage scaling approach is where the transistor physical dimensions (L,

Tox), are scaled while the electrical parameters such as supply and threshold voltage are

left unchanged. However, as the transistor's gate oxide becomes thinner in DSM technolo-

gies, the electric �eld stress starts to increase. This can cause thin-oxide breakdown and

adversely a�ect the long-term reliability of CMOS circuits. Therefore in current circuits

and VLSI implementations designers have moved away from the traditional constant volt-

age scaling technique (CVS) and use constant �eld scaling (CFS) instead. In this strategy,

when the technology is scaled from one generation to the next, both the supply and thresh-

old voltages are lowered in proportion along with the transistor's physical dimensions. This

helps in maintaining the thin-oxide stress within acceptable limits and short-channel e�ects

(SCE) under control.

The bene�ts of CMOS scaling result from the reductions in transistor parasitic ca-

pacitance (Cox) associated with smaller device geometries, lower gate level average power

(Pav), switching energy (Esw) and improved propagation delay (tdelay). Table 1.1 shows the

impact of technology scaling (CVS, CFS) on some of the transistor electrical parameters

and important design metrics. Traditionally, a scaling factor of 0.7 has been used to shrink

the feature size from one CMOS technology to the next. Based on the expressions shown

in Table 1.1, it is clear that the capacitance (Cox) reduces by 30% due to lower overall

transistor area (WLdrawn). In addition, for the CFS approach, the inverter propagation

delay reduces by 30%, while the average power (Pav) reduces by 50% and the switching

energy (Esw) by 65% for every technology generation. The power and energy savings ob-
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Figure 1.1: Technology scaling basics

tained from CMOS scaling is greater for CFS than for the CVS approach. This is because

both the average power and switching energy are supply voltage dependent parameters

and therefore scale more in the CFS approach as opposed to CVS where the power supply

voltage is held constant.

The energy and delay improvements obtained as a direct consequence of CMOS scaling

have led to unprecedented levels of integration and circuit performance. As a result, modern

high performance microprocessors have achieved clock frequencies of more than 3 GHz and

more than 100 million transistors on-die. It is expected that silicon based bulk CMOS

technology will continue to be the mainstay of the microelectronics industry for the next

decade [3]. The projected improvements in technology scaling and high-end microprocessor

performance are indicated in Figure 1.2 based on data from the ITRS 2003 report. It is

expected that by the year 2018, CMOS technology will reach the 18nm node and that the
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Table 1.1: CMOS scaling: CVS and CFS basic trends

Parameter Relation CVS CFS

W;Ldrawn; Tox
1
S

1
S

VDD; VTH 1 1
S

Area WLdrawn
1
S2

1
S2

Capacitance CoxWLdrawn
1
S

1
S

Delay CLVdd
Iav

1
S2

1
S

Pav
CLV

2
DD

tdelay
S 1

S2

Energy CLV
2
DD

1
S

1
S3

on-die transistor count (including cache) will cross 1 billion by the year 2012, and reach up

to 4.9 billion by 2018. In addition, the on-chip local clock frequency will surpass 10 GHz

by 2008, and may equal 53 GHz by 2018.

These unprecedented levels of integration will lead to major design and testing chal-

lenges some of which will be addressed in this work.

1.2 Challenges for CMOS Scaling

Even though CMOS scaling has its advantages, it also poses certain technological and

design challenges. Some of these problems can be listed as follows:

� transistor threshold voltage (VTH) scaling,

� increase in subthreshold (IOFF ) and gate-leakage currents (IGATE),
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Figure 1.2: ITRS 2003 technology and performance projections

� increase in current density and total power demands,

� impact of interconnect delays on overall performance,

� thermal issues and impact of process variation, and

� degradation of transistor performance and reliability due to worsening short-channel

e�ects (SCE).
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These challenges in turn adversely a�ect the VLSI performance, manufacturability,

yield and long-term reliability. Under the CFS regime, as the supply voltage is scaled with

technology, the transistor threshold voltage needs to be reduced in proportion to maintain

the gate-overdrive voltage (VOV = VDD�VTH) and circuit performance. However, it is well

known that this leads to an exponential increase in the transistor sub-threshold current

[4], [5] . Transistor sub-threshold leakage is negligible compared to the switching current

up to the 250nm technology. However, as the transistor VTH is aggressively scaled and

more transistors are integrated on-die, the leakage component becomes more important.

This can o�set the reductions in switching energy obtained from technology scaling and

lead to a higher system level total current and power. The increase in IC power is one of

the most signi�cant problems faced by designers that leads to many additional challenges.

For example, higher system level power dissipation is associated with increases in both the

average (Iav) and peak current (Ipk) demands. This in turn makes power delivery and the

design of the power supply more challenging for scaled technologies. Some of the future

trends for microprocessor current and power demands are shown in Figure 1.3. The Pav

for high-end microprocessors has already reached approximately 150W, and may exceed

300W by the year 2018 [3]. This increase in power will be largely due to increased leakage

current, higher on-die clock frequency and higher levels of integration. It is expected that

the power supply voltage will reach about 0.7V by 2018, resulting in an increase in Iav

from the present levels of about 130A to more than 400A by 2018. Such high currents can

lead to excessive IR voltage drops and cause performance degradation as well as reduce

the long term reliability of high end ICs.
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Figure 1.3: ITRS 2003 microprocessor power, current and levels of metallization

The increase in IC total power leads to thermal and reliability problems in DSM tech-

nologies. As the average and peak current demands increase, both the device and inter-

connect geometries are also scaled. This leads to higher current density and as a result,

electro-migration related IC failures are becoming more common in high performance ICs

[3], [6]. Another source of concern is the thermal issue and local hot-spots in high perfor-

mance microprocessors. Large ICs typically have a relatively small portion of the die that

is performance critical, which determines the system clock frequency and IC throughput.
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These units operate at high switching frequency and switching activity thereby contributing

signi�cantly to the system power. Since a large portion of the IC total power is dissipated

in a relatively small portion of the die, this results in high power density and localized

thermal hot-spots. This is shown in Figure 1.4 which shows the simulation results for the

on-die thermal map for a portion of the Pentium microprocessor. As shown in the �gure,

the performance critical address generation unit (AGU) and execution core have elevated

temperatures of about 1100C. It is apparent that the hot-spot locations are concentrated

in a relatively small area of the IC, while the rest of the die occupied by the cache operates

at a relatively lower temperature of about 700C. This problem is further compounded

by the interdependence of transistor leakage current and operating temperature. As the

on-die temperature rises, it leads to lower transistor threshold voltage (VTH) and expo-

nentially higher subthreshold current (IOFF ) [4], [5], [7]. In fact, in extreme cases this can

lead to thermal run-away and destruction of the IC. This can occur during burn-in test

during which an IC is subjected to both thermal and voltage stresses. Burn-in has been

a well established test technique that is used to speed-up the failure of \weak" ICs and

improve the long-term reliability of ICs shipped by VLSI vendors. However, the possibility

of thermal hot-spots and runaway in scaled CMOS technologies is eroding the e�ective-

ness of test techniques like burn-in and adversely impacting IC reliability. In addition to

the thermal problem, high leakage currents also cause noise margin degradation in digital

circuits. This problem is further compounded by the low power supply voltage in scaled

CMOS technologies. This is especially true in the case of sub-90nm dynamic circuits and

may pose a major challenge to high performance logic designers [8].
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Figure 1.4: Pentium processor hotspot simulations: Source Intel Corp.

Process variation is also a major concern for sub-250nm CMOS technologies. As pho-

tolithography is stretched to its limits by CMOS scaling, there is increasing mismatch

between on-die and die-die transistor parameters. This is further compounded by the in-

crease in die size, number of mask levels and the introduction of dual VTH technologies. In

particular, the variations in transistor drawn channel length (Ldrawn), gate-oxide thickness

(Tox) and channel doping concentration can be signi�cant (Nch). These in turn lead to
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variations in transistor threshold voltage (VTH), saturation current (IDSAT ) and o�-state

current (IOFF ). In addition to variations in transistor parameters, the interconnect charac-

teristics are also a�ected by process variation. The 
uctuations in interconnect width and

resistivity impact the overall IC performance. As more levels of metallization are used along

with thicker inter-layer dielectrics (ILD) and thinner metal lines, resistive interconnects,

vias, and contacts are becoming more common. As a result, sub-250nm ICs show delay

spread and variability in both IC power consumption and circuit noise margins. Some of

these process and manufacturing imperfections are spatial in nature (on die) while others

are temporal (variations across time, die-to-die, batch-to-batch). Therefore, the impact of

these variations on IC performance is becoming more di�cult to model and track. This

can cause logic failures and rejection of good ICs and is of special concern in scaled CMOS

technologies.

1.3 Reliability, Testing and Yield Issues

The technological challenges enumerated earlier are posing signi�cant problems for both

circuit designers and the test community. Traditionally logic design and test strategies have

evolved independently of one another. However, in DSM technologies both design and test

are becoming more interdependent. For example, design choices that reduce system power

may improve the e�ectiveness of test techniques like burn-in and IDDQ. Also, test strategies

that are well planned and integrated early into the design cycle can help improve IC yield.

In the previous sections we discussed some of the design and power related challenges of

scaled technologies. We now some of other issues related to IC testing, yield and reliability.
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Testing of deep sub-micron ICs is becoming a major challenge primarily because of two

reasons:

� e�ectiveness of existing test and IC screening techniques is being eroded by higher

leakage currents and operating frequency (fsw), and

� ICs are becoming more complex with more functionality and increasing transis-

tors/pin.
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Figure 1.5: ITRS 2003 testing challenges and test cost
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The increase in both the total IC current and power in scaled CMOS technologies is

eroding the e�ectiveness of current based test techniques like burn-in and IDDQ. As per

ITRS 2003 projections the IDDQ quiescent current is expected to increase from the present

level of 0.4mA to 20A by 2014. In addition, there is also expected to be a signi�cant

increase in the total variation in the IC quiescent current. This may render IDDQ less

e�ective and require additional test strategies for screening high-end designs. Also as

more transistors are integrated on-die, the IC pin count does not increase in proportion.

Therefore the transistors/pin for complex ICs increases with scaling making their testing

more di�cult. This trend is shown in Figure 1.5 that indicates that the total transistors/pin

count will increase from about 386k/pin to 2.3 million/pin by 2016. This is expected to be

accompanied by an increase in tester cost as well. The automatic test equipment (ATE)

frequency has improved by about 12% as opposed to the 30% increase of the device under

test (DUT). This has eroded the speed advantage of the test equipment and is making at-

speed testing more di�cult. As a result, it is becoming more di�cult to test ICs, causing

test escapes, yield and revenue losses at the vendor's site. In fact, as indicated by the data

in Figure 1.5, the ATE edge placement accuracy will have to within 1ps by the year 2018 in

order to test the high performance microprocessors. The need for high performance testers

with more pins and deeper memory is also adding to the overall test and debug cost and

adding to the overall IC cost. For example, according to projections, it is expected that

high-end ATEs may require a total of 2048 pins with each high frequency tester pin costing

as much as 4000 dollars.
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Therefore a holistic approach has to be adopted for the design and test of high perfor-

mance ICs. As indicated in the ITRS 2003 report, both design as well as the testing of

high-end ICs are becoming increasingly di�cult. As the IC power density increases and

electric stress across the thin-oxide reaches the breakdown limit the long-term reliability

of high-performance circuits and microprocessors is compromised. As a result, there is

degradation in the IC mean-time to failure (MTTF) causing in-situ parts to fail sooner

than for earlier generations.

1.4 Issues Addressed in this Work

In this thesis the focus is on some of the design and test challenges associated with full-

custom datapath units and their possible solutions. High performance logic units such as

microprocessor arithmetic logic units (ALUs), adders and register �les (RFs) operate with

single cycle throughput and therefore consume a signi�cant portion of the IC power. At

the same time, since these units determine the system operating frequency, their design

is timing critical. This is why such units are typically designed using the full-custom

approach to optimize their performance for a given technology. This requires considerable

design e�ort but also allows room for the integration of new circuit and architectural ideas.

In this research the main focus is on three major areas:

� Low power circuits: reducing operating power of high performance logic units,

� Robust logic operation: ensuring robust, leakage tolerant circuit designs, and
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� DFT for delay testing: develop a design for testability (DFT) scheme for delay fault

detection and diagnostics.

Low power circuits : In this work a 32-bit ALU design with a high performance 32-bit

binary unsigned adder unit and a logic-shifter unit is used as our reference design. The

IC power consists of two components: switching power and leakage power. As explained

earlier, the switching power (Psw) and energy (Esw) scale with technology whereas the

leakage power component increases exponentially. In fact, beyond the 90nm technology it

is expected that the IC power may be dominated by the leakage component [9],[10]. In this

ALU design we incorporate several di�erent low-power circuit techniques to reduce both

the power and energy dissipation. For example, we use a dual supply strategy to lower

both the switching and leakage power of the non-critical portions of the ALU. According

to this design strategy the overall design is �rst partitioned into critical and non-critical

units with the non-critical sections being allowed to operate from a second lower supply

voltage. In addition, a latch and 
ip-
op circuitry that can support reduced swing clocking

is developed and used to interface signals propagating between the di�erent power supply

domains. Also, a swing-restored complimentary pass transistor (SRCPL) based logic-

shifter unit is employed in the ALU to reduce total switched capacitance and data bu�er

sizes. The details of this low power design along with the various datapath performance

tradeo�s and their scaling trends are discussed in Chapter 3.

Robust logic operation: As the transistor o�-state (IOFF ) current increases exponentially

with scaling, the noise margin of certain digital circuits is being compromised. This is

especially true for sub-130nm circuits implemented using domino logic. In fact, recent
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literature shows that excessive leakage can cause leakage induced logic failure in DSM

technologies [11], [12]. This is expected to render the use of domino logic in the design

of high performance datapath circuits less e�ective. Especially susceptible to such leakage

induced logic upsets are a special class of domino logic known as the wide-OR dominos that

are used extensively in the design of high performance multiplexors (MUX-es) in ALUs

and RFs. Many di�erent circuit and leakage control strategies have been proposed that

can improve the robustness of wide-OR domino circuits. In this research we compare the

e�ectiveness of several di�erent techniques for the 130nm to 65nm CMOS technologies

and propose additional techniques that can improve the noise margin while ensuring their

low power operation as well. The details of the work related to robust domino design is

discussed in Chapter 4.

DFT for datapaths : Parametric faults are becoming more common in scaled CMOS

technologies. Such defects are di�cult to detect and their characteristics often vary over

time, temperature and voltage cycles. High performance circuits and datapath units are

especially susceptible to parametric faults that cause timing degradation. In this research

we develop a design for testability (DFT) strategy that can detect delay faults in high-

performance ALUs. We discuss the circuit level design and implementation of this scheme

and demonstrate its ability to convert di�cult-to-detect timing-failures into stuck at-faults

at the ALU primary outputs. We develop a stage-to-stage testing strategy for the ALU

using our DFT scheme that allows for built-in delay fault diagnostics. Furthermore, this

DFT technique can detect delay faults when the clock frequency is lowered compared to

the system clock frequency. This may allow allow for the usage of relatively cheaper testers
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during the testing process. The details of this scheme are discussed in Chapter 5.

1.5 Summary and Thesis Outline

In this chapter we discussed some of the basics of CMOS scaling and its advantages. We

then focussed on some of the problems and challenges associated with technology scaling.

One of the main focus areas from a circuit and design perspective is the increase in system

power of high performance datapath designs. Another area of concern is the possibility of

leakage induced logic failure, noise margin degradation and parametric failures in digital

circuits. As will be clear subsequently, in this work we focus on these aspects and design

a 32-bit high-performance ALU to ensure low power and robust operation. Furthermore,

we incorporate a DFT strategy to detect delay faults and parametric defects. We discuss

the impact of these approaches on several design metrics including operating frequency,

switching power (energy), leakage power (energy), noise margin, area penalty and present

the details of the ALU physical design and its implementation.

The rest of this thesis is organized as follows: in Chapter 2 we discuss the basic concepts

of digital logic design and some of the low power techniques proposed in literature. In

Chapter 3 we discuss the details of the 32-bit ALU design and show the energy-delay

scaling trends associated with our low power strategy. In Chapter 4 we present the concept

of domino logic noise margin and its degradation with scaling. We also present several

circuit techniques and compare their e�ectiveness for designing dominos scalable up to the

65nm CMOS technology. In this work all the results pertaining to the 180nm technology

correspond to a TSMC process while those for the 130nm-65nm generations are for the
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Berkeley Predictive Technology Models (BPTM) [13], [14]. The details of the DFT scheme

for delay testability and diagnostics for the entire ALU are presented in Chapter 5. Finally,

in Chapter 6 we present the conclusions and discuss possible future work.



Chapter 2

Building Blocks for High

Performance Datapath Designs

The VLSI industry is being constantly pushed for better performance by the demands for

computation intensive applications in the areas of scienti�c research, image processing,

personal computing and network or database management and security. Modern micro-

processors need to operate at high clock frequencies and maintain high data throughput.

These requirements have led to several circuit and architectural innovations over the past

years. Microprocessors normally have a central processing unit (CPU) which is responsible

for data processing and complex computations associated with an application as well as

a memory unit that stores the data operands (data memory) and the program instruc-

tions being executed (program memory). The datapath units include performance critical

blocks like the arithmetic-logic unit (ALU), address generation unit (AGU), high perfor-

mance adders and register �les (RFs). On the other hand, the on-chip memory units

19
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comprise of the various levels of cache hierarchy (L1, L2, L3) designed using static ran-

dom access memory (SRAM), read only memory (ROM), shift registers and their control

circuits. The simpli�ed block diagram of a generic digital processor is shown in Figure 2.1

[4].

Figure 2.1: Generic block diagram of a digital processor

Digital VLSI design has traditionally been divided into two broad categories: logic

design and memory design. This is because logic or datapath design and on-chip memory

design have di�erent design goals and objectives. For example, the primary goal for logic
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and datapath units is the operating frequency and data throughput. As a result, logic

design is associated with high frequency clocking, deep pipelining, parallel architectures,

complex timing schemes allowing time-borrowing. On-chip memory is normally used to

bridge the performance gap between the data processing unit and o�-chip main memory.

It acts as a bu�er for storage of data and program and supplies operands to the processor's

execution core. Therefore, the main design goals for on-chip memory is packing density,

data stability, power consumption, cache coherency, improving cache hit algorithms and

resolving data hazards.

In this research our focus is on high performance logic design. This chapter deals with

some of the fundamentals of high performance circuit design and discusses the implemen-

tation of some of the basic building blocks. We present some of the most commonly used

circuit families used in digital logic, discuss the concept of pipelining and circuit level

operation of latches, 
ip-
ops and multiplexors used in datapath designs.

2.1 Digital Logic Design and Circuit Families

Circuit designers have devised many di�erent logic families in order to implement digital

functions. Several di�erent design metrics need to be considered when choosing a logic fam-

ily for a particular design. These include factors like operating frequency, power (energy)

consumption, area overhead, noise margin and transistor count. The di�erent CMOS logic

styles that are considered in this research are complementary static CMOS logic, dynamic

logic and CMOS pass transistor logic (CPL). The basic topology and operation of each

of these circuit families is brie
y explained in Figure 2.2 with the help of 2-input NAND



High Performance Datapath Design and Low Power Techniques 22

gates [15].

Figure 2.2: CMOS circuit families: static, pass transistor and dynamic logic

Complementary static CMOS logic gates (Figure 2.2(a)) are characterized by a p-MOS

based pullup network (PUN) and an n-MOS based pulldown network (PDN). These two

networks are dual of each other in that the transistors that are in series in one network

appear in parallel in the other. Also, each of the primary input signals is connected to the

gate terminal of at least two transistors. The p-MOS MOSFETs have carrier mobility 2-3

times lower than that of the n-MOS transistors. Therefore, in order to ensure equal rise/fall

times and PUN/PDN conductivity, the p-MOS transistors are designed using widths that

are proportionately larger than the n-MOS transistors. Even though the p-MOS PUN of

complementary CMOS logic gates is area intensive, the gate output (F) is always connected
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to either VDD or GND through a low impedance path and therefore has high noise margin.

Complementary static CMOS logic gates are used for implementing non-critical functions

and control logic and their noise margin/robustness scale well with technology.

CMOS pass transistor based designs (Figure 2.2(b)) use n-MOS pass transistors and

wired-OR logic to implement logic functions. The p-MOS network of static CMOS gates

is eliminated, allowing for lower switched capacitance, transistor count and smaller area.

However, since the input signals are connected to the transistor drain terminal (A, B in

Figure 2.2(b)), these gates do not have the driving capability of the static counterparts. In

addition, the n-MOS transistors pass a \weak" logic 1. This degrades the signal rise and

fall times and restricts the number of CPL logic gates that can be cascaded. Therefore

designers often use inverters at the gate output to achieve full-rail signal swing and current

drive capability as shown in Figure 2.2(b).

The dynamic logic family (Figure 2.2(c)) has been developed in order to achieve better

performance compared to the static logic counterparts [4], [15]. It is characterized by the

clocked (CLK) p-MOS precharge and n-MOS footer transistor. When CLK is logic low,

the logic gate is in precharge phase and the dynamic output node F is connected to VDD.

However, when CLK is a logic high (VDD), the pulldown n-MOS clocked transistor turns

on and the gate can evaluate depending on the states of the input signals A and B. Unlike

the static logic gates, the output node F can be 
oating and be in a high impedance state

in the event that CLK=1 and any one or both A and B signals are logic low (GND). This

can lead to several problems including charge-sharing, clock feed through and degraded

noise margin [4], [5], [15]. To avoid such a scenario circuit designers typically employ a
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weak p-MOS keeper as shown in Figure 2.2(c). It is clear that dynamic logic does away

with the p-MOS PUN network of the static CMOS logic gates. This leads to signi�cantly

lower capacitance at the output node and improved propagation delay. However, the CLK

signal has a high switching activity leading to higher power consumption, and these gates

typically have poorer noise margins compared to the static logic gates. Circuit designers

have developed many di�erent types of dynamic logic styles which include:

� n-MOS domino (Figure 2.2(c)),

� p-MOS domino,

� n-p domino,

� zipper domino,

� multiple output domino logic (MODL), and

� compound domino logic (CDL).

A detailed discussion of the di�erent domino logic techniques and the various design

tradeo�s is presented in [15]. It should be noted that, for most high performance logic im-

plementations like ALU, AGU, adder and RF, circuit designers prefer to use the compound

domino logic (CDL) style.

2.2 Footerless CDL and SRCPL Based Logic Design

As mentioned earlier, complementary static CMOS logic o�ers improved noise margin and

scalability while dynamic logic has better performance. Therefore, high performance logic
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designers use CDL based logic for critical path designs that incorporate alternate stages of

n-MOS dynamic and static CMOS logic gates to implement a given function. The inverting

nature of static CMOS logic helps to interface these gates with the next stage of n-MOS

dynamic logic gate and improve the overall noise margin. Figure 2.3 shows 4-stages of

CDL logic gates implementing 2-input NAND-NOR logic.

Figure 2.3: Multi-stage footerless compound domino logic

The �rst stage of logic gate (Stage 1, Figure 2.3) has primary inputs like A, B that

can have arbitrary timing. Therefore the input stage of the domino logic gate has an

n-MOS clocked footer to prevent any steady-state current. However, the internal signals

(input D for Stage 3) are generated by the static logic gates and are therefore domino

compatible (logic low during precharge). This eliminates the possibility of any steady-

state current and the need for clocked footer transistor. This reduces the stack height,

improves circuit performance and lowers power consumption. Therefore multi-stage logic
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is normally designed using footerless CDL logic gates as shown in Figure 2.3. It should

be noted that most critical path logic gates (static and dynamic) are restricted to 2 or

3 inputs. This ensures low output capacitance, limits the number of stacked transistors

and body e�ect related performance degradation. This logic style is used in Chapter 3 to

design the performance critical units of our 32-bit adder and ALU.

In addition to the CDL logic, our design also uses swing-restored complementary pass

transistor logic (SRCPL). This logic is an extension of the basic CPL family shown in Fig-

ure 2.2(b). CPL logic based design has lower switched capacitance and occupies less area.

In addition, the wired-OR based strategy makes it especially suitable for multiplexor (for

instances on non-critical paths) and XOR designs. Therefore, it is well suited for imple-

menting the logic and shifter units of the ALU. However, as mentioned earlier, CPL logic

results in \weak" 1 and requires intermediate inverters in order to cascade multiple stages.

Some of these problems can be overcome by using the SRCPL based design approach as

shown in Figure 2.4.

The original CPL logic based 2-input NAND gate is shown in Figure Figure 2.4(a)

while the SRCPL based implementation is given in Figure 2.4(b). When both inputs A

and B are logic 1, the intermediate logic node of the CPL gate passes a \weak" logic 1 and

reaches VDD�VTH . As a result, the p-MOS transistor of the subsequent inverter is not fully

turned o� causing large IOFF static current 
ow during steady-state operation. However, in

the swing-restored CPL design (Figure 2.4(b)), a minimum sized p-MOS keeper is added

which restores full-rail logic operation to the intermediate nodes as well. The swing-

restorer circuitry adds capacitance to the internal node but also improves the signal rise
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Figure 2.4: CPL vs. SRCPL comparisons

time during the 0 ! 1 transition. In addition the SRCPL design ensures static power free

logic operation and better noise margin.
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2.3 Pipelined Datapath Designs: Basic Concept

One of the key features of modern high performance microprocessor datapaths is deep

pipelining. The number of levels of pipelining is increased by reducing the amount of logic

in each pipeline stage. This improves the processor clock speed and data throughput at

the expense of increasing the processor latency and clock power (energy). The intermedi-

ate stages of a pipelined datapath normally use latches that allow time-borrowable logic

operation. It is estimated that as much as 50% of the power in certain processors can be

dissipated in the clock network [5], [7]. This is a direct consequence of the fact that mod-

ern microprocessors are heavily pipelined, the clock signal has high switching activity and

the pipelined latches drive signi�cant amounts of on-chip capacitance. The basic concept

of datapath pipelining is shown in Figure 2.5. A non-pipelined datapath organization is

shown in Figure 2.5(a) while a pipelined representation is given in Figure 2.5(b).

For the non-pipelined design, we show three cascaded logic blocks, with the �rst unit

being an ALU and the subsequent blocks being represented by Fn. A and Fn. B respec-

tively. The clock period (TCLK) for such a design has to account for the worst case delay

of the series connected logic blocks and is given by:

T non�pipelined
CLK = T reg

delay + TALU
delay + T Fn:A

delay + T Fn:B
delay + T reg

setup (2.1)

where T non�pipelined
CLK represents the clock period for the non-pipelined design, T reg

delay is the

register (latch / 
ip-
op) propagation delay and Treg
setup is the register setup-time. Also

TALU
delay , T

Fn:A
delay , T

Fn:B
delay represent the propagation delays of the individual logic blocks. As

seen in Figure 2.5(b), two additional stages of latches are inserted in the datapath that
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Figure 2.5: Datapath pipelining: basic concepts

break up the original datapath in to three pipelined stages. Therefore, in the case of the

pipelined design the clock period has to accommodate the worst case delay of only one of

the logic units and can be expressed as:

T pipelined
CLK = T reg

delay +max(TALU
delay ; T

Fn:A
delay ; T

Fn:B
delay ) + T reg

setup (2.2)

It is clear that by inserting additional stages of registers, it is possible to reduce the

total logic delay in an individual stage and thereby improve circuit performance. However,

this also increases the depth of the pipeline and therefore the latency of the datapath and
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overall clock and system power (energy). It will be explained subsequently that for our

32-bit ALU design, we use a two stage pipeline with one stage for the instruction decode

operation and another stage for the opcode execution.

2.4 Latches and Flip-
ops for Pipelined Datapaths

The design of high performance latch and 
ip-
op circuits is of importance for digital

designs. Several di�erent types of latch and 
ip-
op circuits have been proposed in the

literature [5]. For example, some of the di�erent types of 
ip-
ops that have been discussed

in di�erent VLSI designs include D (data), SR (set-reset), T (toggle) and JK 
ip-
ops with

both static and dynamic logic based implementations. The prime concern for designers is

the latch (
ip-
op) performance, power consumption and data stability. VLSI datapath

designers normally use static logic based D-type latches. This is because static logic based

designs have better noise margins and scalability than their dynamic logic counterparts.

Since latches and 
ip-
ops are used extensively and are critical to data storage / retention,

most designers prefer robust static logic based designs. For pipeline stages that require


ip-
ops, two cascaded D-type latches are used to design master-slave 
ip-
ops.

The transmission gate (TG) based D-latch circuit and its timing diagram is shown in

Figure 2.6. The input TG is o� when CLK=1. During this time the feedback TG in on,

which completes the feedback path of the latch retaining the latched data. At this time

the latch data is not a�ected by input data changes and the latch is \opaque" (holds the

stored data). However, when CLK=0, the input TG is on and the latch is \transparent".

During this time the latch output Q tracks the input data but is inverted in phase. The
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Figure 2.6: Latch and �lp-
op circuit schemes

latch again becomes opaque after a 0 ! 1 transition of the CLK signal. The data (D) can

be pushed into the CLK=0 phase up to the point when the output Q does not any longer

register the correct data. This time is indicated in Figure 2.6(b) by the label \1" and is

referred to as the latch setup time (Tlatch
setup). The performance of a latch is dependent on

both its setup time and D ! Q propagation delay. The latch propagation delay D ! Q is
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indicated in Figure 2.6(b) by the label 2.

The circuit schematic of a positive edge triggered D 
ip-
op is shown in Figure 2.6(c).

The 
ip-
op is implemented using two back-to-back D-latches operating on opposite clock

phases. For both the latch and 
ip-
op designs the CLKB (inverted clock) signal is gener-

ated from the system clock using a local inverter which helps to minimize the clock skew.

A common design practice is to use minimum or close to minimum sized transistors for

the feedback inverter to reduce contention and switching energy during writing of new

data. Also, a driver-inverter is used at the latch and 
ip-
op output Q, to prevent directly

driving signals and long interconnects using the storage node. This helps to improve the

overall noise immunity of the design.

2.5 Multiplexors for High Performance Designs

In addition to the logic gates and sequential elements like latches and 
ip-
ops, another

important building block that is often used in digital circuit designs is the multiplexor

(MUX). Multiplexors perform the logic operation of a many-to-one mapping and can be

implemented in several di�erent ways. MUX-es are used extensively to select the input

data drivers at the ALU front-end and in the performance critical read circuitry of register

�les (RFs). The multiplexor operation selects the correct data driver amongst several

possible inputs and drives the correct data on to a single output line (bus). The simplest

multiplexor operation is that of a 2:1 MUX and can be expressed as shown:

F = S:(D1) + SBAR:(D0) (2.3)
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The signal S is the MUX control and helps select between input data D0 and D1.

For example, when S=1, D1 is selected and is available at the MUX output F. On the

other hand, D0 is selected when SBAR is 1 (S=0). This operation can be expanded

to implement wide-MUXes (for example 4:1, 8:1 or 16:1) using wired-OR logic to merge

several parallel logic units and drive a single bus. The operation of wide-MUXes will be

explained in more detail in chapter 4 in the context of the 32-bit ALU front-end and high

performance register �le (RF) designs. There are several di�erent circuit techniques for

designing MUX-es. These include the transmission gate (TG) approach, C2MOS design

and n-MOS domino logic based designs. The circuit level implementation of a 2:1 MUX

using each of these circuit style is shown in Figure 2.7.

The di�erent MUX implementations perform the same logic operation but each of

them has certain design tradeo�s associated with it. For example, the static TG and

C2MOS implementations (Figure 2.7(a) and (b), respectively) have larger propagation

delay compared to the domino design (Figure 2.7(c)). However, the static MUX-es can

be interfaced with other logic blocks designed using any circuit style (domino or static).

This is not the case with the domino MUX which requires the select signals (S, SBAR)

to be domino-compatible and be equal to logic low (GND) during the precharge phase.

Therefore, the TG and C2MOS designs are normally used to multiplex non-critical logic

blocks. In particular, in our design, we use the TG MUX-es with logic units that are

implemented using complementary CMOS logic and C2MOS MUX-es at the output of

SRCPL based logic units. This prevents the usage of series connected pass transistors and

degraded signal rise/fall times. The dynamic MUX-es consume more switching power and
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Figure 2.7: Multi-stage footerless compound domino logic

therefore in our design they are used exclusively for the 32-bit ALU front-end, ALU output

mux-ing and RF read port. It should be noted that both the TG and C2MOS based MUX

designs consume glitching power due to unbalanced path delays. However, this is not a

concern in dynamic MUX designs and therefore static MUX-es require careful sizing to

minimize this problem.
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2.6 Summary

In this chapter we presented some of basic circuit styles used in high performance digital

logic design. Some of the basic design tradeo�s associated with complementary static

CMOS, pass transistor logic (CPL) and dynamic logic were discussed. The fundamental

concepts associated with pipelining were enumerated and schemes for designing latch and


ip-
op circuits were shown. Finally, we presented di�erent MUX topologies and discussed

their design tradeo�s. In the next chapter we will use these building blocks and circuit

techniques to design a dual supply, SRCPL based, 32-bit ALU.



Chapter 3

High Performance ALU Design and

Low Power Operation

In this chapter, we discuss the design details of a high performance 32-bit arithmetic

and logical unit (ALU) and present the di�erent circuit techniques used to ensure its low

power (energy) operation. This design represents a �xed point unsigned ALU that can be

used in the integer execution unit (IEU) of general purpose microprocessors. The ALU

comprises a 32-bit high performance adder unit and a logic-shifter unit. In addition, there

is a decoder unit to activate the di�erent sub-blocks within the ALU depending on the

instruction being executed. In this design, several modi�cations were made in order to

reduce the ALU power consumption without degrading its performance. First, a dual

power supply based clocking scheme was adopted to reduce both switching and leakage

power (energy) consumption in the non-critical portions of the ALU. Second, the design

was partitioned into critical and non-critical units to facilitate dual supply assignment and

36
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routing. Third, a latch (
ip-
op) circuitry was developed that can support dual supply

clocking without resulting in static-power consumption. Finally, a swing-restored CPL

(SRCPL) based design approach was adopted for the non-critical logic and shifter units

to further reduce overall switching energy consumption. The 32-bit ALU design along

with these modi�cations will be discussed in this chapter. In addition, the impact of the

above techniques on di�erent ALU performance metrics for the 180nm to the 65nm CMOS

technologies will also be presented in this chapter.

3.1 Di�erent Power Components in CMOS Logic

One of the key design issues in high performance logic is the total power (energy) con-

sumption. As indicated in Chapter 1, the CMOS logic power (energy) is reduced with

CFS scaling. With technology scaling, both the supply voltage and transistor threshold

are scaled and leakage power becomes an increasingly important component of the total

IC power. Consequently, CMOS IC power scaling deviates from the traditional scaling

trends observed in earlier technology generations. Circuit designers now spend a consider-

able amount of e�ort in analyzing and reducing the total power (energy) consumption of

high performance datapaths. The CMOS circuit power can be broken down into several

di�erent components [4]:

� Switching (Psw),

� Leakage (Pleak), and

� Short-circuit (Psc).
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These di�erent power components can be best explained in the context of a CMOS

inverter. Some of the basic concepts are discussed in this section and can be extended to

more complex logic gates and ICs. However, the problem of estimating the system level

power consumption is dependent on many di�erent factors that include the transistor sizes,

interconnect parasitics, power supply voltage, input vectors and internal logic states. It is

therefore di�cult to develop an accurate analytical model for the overall power (energy) for

a complex system and designers normally rely on circuit and system level simulators and

EDA (electronic and design automation) tools to estimate the overall power consumption.

3.1.1 Switching Power Component

We now focus on some of components of CMOS circuit level power consumption and explain

them with respect to an inverter. The detailed analysis of these power components is

discussed extensively in the literature [4], [5], [7]. The switching power (Psw) component is

associated with the charging and discharging of the inverter parasitic and load capacitance

whenever there is a change in its logic state. This is explained with the help of Figure 3.1

which shows a simple inverter with a lumped output capacitive load of CL. When the

input makes a logic 1 ! 0 transition, the inverter p-MOS transistor turns on and the load

capacitance is charged up from 0 to VDD. During this time there is a transient charging

current from the power supply (VDD) indicated by iDD.

Under steady state conditions, the inverter output reaches VDD and the current drops

to zero. The same cycle is repeated when the inverter input makes a logic 0! 1 transition,

only that this time the capacitor discharges to ground. It can be shown [4] that this cycle
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Figure 3.1: Inverter during switching transient

results in an overall power (energy) consumption per switching as shown below:

Psw = CLV
2
DDfsw (3.1)

Esw = CLV
2
DD (3.2)

where Psw and Esw are the switching power and energy respectively, CL is load capacitance,

VDD is the power supply voltage and fsw is the switching frequency. It should be noted

that the dissipated power is converted into heat that causes localized hot spot problems

making thermal management a major challenge in scaled technologies. In long channel

transistors the dynamic power is the dominant component of the total IC power. However,

this is not the case for DSM technologies and therefore we now discuss the leakage power



High Performance ALU Design and Low Power Operation 40

component in CMOS circuits.

3.1.2 Leakage Power Component

The leakage or static power component in CMOS circuits is typically negligible. This was

one of the key advantages of CMOS circuits. Static (leakage) power is the amount of power

consumed by the circuit when there is no switching activity and the logic is quiescent. The

basic contributors to this power can be explained using the following Figure 3.2:

Figure 3.2: CMOS inverter leakage current components

There are two primary components of leakage power that are associated with CMOS
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circuits and they are marked 1 and 2. The component 1 refers to the current (power)

drawn by the reverse biased p-n junction diode that causes drain leakage. However, in most

CMOS circuits this current component is negligible compared to the subthreshold current.

This component is marked 2 in the �gure and results in a drain to source leakage current

even when the transistor is OFF (VGS < VTH). The subthreshold leakage current has

an exponential dependence on the both the threshold voltage and operating temperature.

Thus as the transistor VTH is lowered and operating frequency increases, this component is

becoming increasingly important in scaled technologies. In fact, it is estimated that beyond

the 90nm generation the total power of complex ICs maybe dominated by subthreshold

leakage. The leakage power associated with CMOS circuits can be expressed as:

Pleak = IOFFVDD (3.3)

There are many di�erent physical and empirical models for the IOFF current [4], [5],

[16] that have been reported in the literature and one of the models that is frequently used

by digital circuit designers will be presented subsequently.

3.1.3 Short Circuit Power Component

During any transition, the CMOS logic consumes switching or dynamic power as mentioned

earlier. However, the earlier discussion assumes that all the current during the transition

goes from the power supply to charge / discharge the load capacitor. This is valid in the

case of signals with zero rise and fall times. Under such a situation there is no short circuit

path from VDD to ground. In more realistic situations, both the input and output signals
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have �nite rise and fall times. As a result, there is a short circuit direct path from VDD to

ground. This situation is better explained with the help of the following Figure 3.3:

Figure 3.3: CMOS inverter short circuit current during switching transient

During the input signal transition time between voltage levels VTH and VDD � VTH ,

both the p-MOS and n-MOS transistor of the inverter are partially ON. Thus there is a

direct path that results in the peak short circuit current as denoted by Ipk. The magnitude

of this current is given by the actual transistor widths and the on-state saturation current

(IDSAT ). The duration of the current 
ow depends on the signal rise and fall times and

increases as the signal slopes degrade. The overall direct path energy can be obtained by

integrating the current under the triangular waveforms during the duration of short circuit.

A simpli�ed expression for of the short circuit energy (power) is given in [4]:

Esc = (
tr + tf

2
)VDDIpk (3.4)
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Psc = (
tr + tf

2
)VDDIpkfsw (3.5)

where Esc and Psc are the short circuit energy and power respectively, tr and tf are the

signal rise and fall times while the rest of the symbols have their usual meanings. Normally

high performance logic and datapath designs have sharp signal slopes (low tr, tf ) that help

to reduce the short circuit power. It is estimated that for well designed ICs, the short

circuit component is between 10%-20% of the switching power.

Based on the above discussion is it possible to combine all of the di�erent power com-

ponents and obtain the total power for a CMOS inverter as shown below:

Ptotal = Psw + Pleak + Psc = CLV
2
DDfsw + IOFFVDD + VDDIpk(

tr + tf
2

)fsw (3.6)

3.2 Supply Scaling and MOSFET Current Compo-

nents

The above expression for power consumption shows that supply voltage scaling is one of

the most e�ective ways to reduce IC power. In this section, we brie
y discuss the di�erent

transistor level current components of a MOSFET and demonstrate the impact of supply

scaling on each of them. This provides the motivation for a dual supply design for low

power ALU operation and helps us understand the di�erent design tradeo�s associated with

such an approach. Several design techniques have been proposed that minimize transistor

level leakage and system power consumption in high performance ICs [5], [9], [16], [17],
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[18], [19], [20], [21], [22]. Some of these include transistor level leakage control techniques

such as:

� dual Vth techniques,

� multi-oxide or non-minimum channel length transistors,

� reverse body bias (RBB), and

� stack e�ect.

Other techniques such as dual supply designs [23], [24], [25], [26] low standby power

(sleep mode) operation [5], and reduced swing logic have been proposed to tackle the IC

power issue at a system level. However, each of the above techniques is associated with

design overheads, which include performance degradation, the possible need to generate

and route additional power supplies, area overhead or additional process steps.

One of the primary contributors to total IC power in scaled CMOS technologies is the

transistor o�-state current. The o�-state current is increasingly exponentially while the

on-state IDSAT current does not increase in proportion. This is resulting in a degradation

in the ION/IOFF ratio which is one of the key metrics used by circuit designers. The

exponential increase in the IOFF current and consequent degradation of the ION/IOFF

ratio is shown in Figure 3.4.

These plots show the transistor ION=IOFF ratio and threshold voltages (VTH) for low

and high VTH n-MOS transistors for both the 130nm, 90nm and 65nm technologies using

the BPTM models [13], [14]. This is resulting in excessive leakage currents for the sub-

130nm generations and o�sets the reduction in switching energy obtained from scaling.
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Figure 3.4: Transistor OFF-state current scaling for sub-180nm CMOS technologies

In addition, aggravated leakage current is causing thermal hot spots and thermal run

away problems during burn-in and adversely a�ecting long-term reliability of high-end

microprocessors [6], [27], [28].

3.2.1 MOSFET OFF-Current Model

The transistor IOFF comprises of several di�erent components [5], [16], [29], of which the

weak inversion and drain-induced barrier lowering (DIBL) currents are the most important.

These two dominant leakage current components can be modelled as shown below:



High Performance ALU Design and Low Power Operation 46

IOFF = Ae
(
VGS�VTH0�
VSB+�VDS

nvT
)
(1� e

�VDS
vT ) (3.7)

where A = �0Cox
W
Leff

v2T e
1:8, �0 is the zero bias carrier mobility, Cox is the gate-oxide

capacitance, Leff is the transistor e�ective channel length, W is the transistor width, �

is the DIBL coe�cient, 
 is the linearized body e�ect coe�cient, n is the transistor sub-

threshold swing coe�cient and vT is the thermal voltage given by kT
q
( 33mV at 1100C). In

addition, VTH0, VGS, VSB and VDS denote the transistor zero-bias threshold voltage, gate-

source, source-body, and drain-source voltages, respectively. We determine the worst-case

transistor leakage by simulating the device IOFF at 1100C for VGS = 0 and VDS = VDD.

Based on Eq. (3.7), it is possible to establish closed form approximate expressions to model

[30], [31] the reduction in leakage current due to supply scaling. We use the term �IOFF
IOFF

as a �gure of merit (F.O.M.) for IOFF reduction, where:

�IOFF
IOFF

=
IOFF � IfinalOFF

IOFF
= 1�

IfinalOFF

IOFF
(3.8)

where IOFF and IfinalOFF represent the transistor OFF-state current without and with VDD

scaling, respectively. In order to simplify the modelling, we assume that e
�VDS
vT � 0. This

approximation is justi�ed since in this study, the ratio of VDS
vT
� 20. Thus, the simpli�ed

transistor OFF-state current is given by:

IOFF = Ae
(
VGS�VTH0�
VSB+�VDS

nvT
)

(3.9)

Scaling the power supply lowers the transistor drain-source (VDS) voltage, thereby

reducing the DIBL current. In addition, since VSB = 0, the corresponding term in Eq.
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(3.7) is equal to zero. Thus, the savings in leakage current obtained by lowering of the

supply voltage can be approximated as [10]:

�IOFF
IOFF

jVDD = 1� e
���VDS
nvT (3.10)

3.2.2 MOSFET Gate Leakage Current

In addition to the transistor o�-state current (sub-threshold leakage), it is expected that

gate leakage will also be a signi�cant component of total leakage for scaled CMOS tech-

nologies. This is especially true in the case of sub-90nm CMOS technologies where the

transistor gate oxide thickness may be less than 2nm. Fowler-Nordheim (FN) and direct

tunnelling are the two primary mechanisms that cause gate leakage current in deep sub-

micron transistors. In the sub 1V regime, the voltage across the gate oxide is less than the

barrier height for electrons in the conduction band (Vox < �ox). As a result, the IGATE com-

ponent is determined primarily by the direct tunnelling current and can be approximated

as [29], [32]:

JDT = AE2
oxexp[�

B(1� (1� Vox
�ox

)
3
2 )

Eox

] (3.11)

where JDT is the direct tunnelling current density, and A and B are constants, Eox and Vox

are the electric �eld and voltage across the gate oxide respectively, while �ox is the barrier

height for electrons in the conduction band. The impact of supply voltage reduction �VDD

on the direct tunnelling current density �JDT
JDT

can be expressed as follows:
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�JDT
JDT

=
JVDDDT � JVDD��VDDDT

JVDDDT

= 1�
JVDD��VDDDT

JVDDDT

(3.12)

By substituting Eox = Vox
Tox

and dividing the current density expressions for the two

di�erent voltage conditions, we obtain:

�JDT
JDT

= 1� (1�
�VDD
VDD

)2exp(�BTox)[
(1� VDD��VDD

�ox
)
3
2

VDD ��VDD
�
1� (VDD

�ox
)
3
2

VDD
] (3.13)

Since Vox < �ox, it is possible to expand and simplify the exponential terms in the

above equation by neglecting the third and higher order terms. This allows us to obtain

an approximate closed form expression for the direct tunnelling current density reduction

due to supply scaling:

�JDT
JDT

� 1� (1�
�VDD
VDD

)2exp(
3BTox�VDD

8�2ox
) (3.14)

For small changes in supply voltage, �VDD � VDD this can be further simpli�ed and

expressed as:

�JDT
JDT

� 1� exp(
3BTox�VDD

8�2ox
) (3.15)

Figure 3.5 presents simulation results for the 65nm technology (Berkeley PTM, level 54),

demonstrating the impact of VDD scaling on the di�erent transistor current componenets:

IDSAT , IOFF and IGATE. This �gure shows that a 30% reduction in supply voltage (VDD

to 0.7VDD) results in up to 32% reduction in IOFF while lowering IGATE component by

84%. However, it also results in lower gate overdrive voltage and therefore reduces IDSAT
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by 48%. It is clear that using a lower power supply for performance critical circuits can

result in unacceptable delay degradation. Therefore, a dual power supply arrangement is

needed to minimize performance degradation while meeting the low power objectives.
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Figure 3.5: Impact of supply scaling on transistor current

3.3 Circuit Techniques for Low Power ALU Opera-

tion

In this section, we focus our attention on the circuit level strategies adopted in our design

to achieve low power ALU operation. These techniques can be categorized as follows:

� Latches and 
ip-
ops [23] that can support a reduced swing clocking scheme without
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consuming static power, and

� Swing restored CPL (SRCPL) logic and C2MOS MUX-es for designing the logic and

shifter units to minimize switching capacitance and data driver sizes.

These techniques are used in conjunction with the dual supply clocking strategy to achieve

low power ALU operation.

3.3.1 Latch and Flip-Flop Design for Dual Supply

High performance designs normally use static latches and master-slave FFs with trans-

mission gate (TG) based circuits that have both clocked n-MOS and p-MOS transistors.

The clock signal has a higher switching activity and is associated with high capacitance.

Hence our goal was to reduce its swing (0 ! VDDL) in order to lower clock related power

consumption. On the other hand, the data circuitry of the entire ALU was maintained at

a higher supply voltage (0 ! VDDH) to minimize delay penalty. However, the TG based

D latch and 
ip-
ops cannot be used under such a dual supply clocking scheme. This is

because the p-MOS transistors of the input TG do not fully turn OFF, resulting in static

current (power) consumption. This condition can be better understood with the help of

Figure 3.6.

In the event that the input data is di�erent from the latched data, there is a full VDDH

(high VDD = 1.8V) voltage across the input transmission gate of the latch (or FF). However,

when a dual supply clocking scheme is used with the clock transistors and bu�ers making a

0 to VDDL (low VDD = 1.3V) transition, the p-MOS transistors of the input TG do not turn
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Figure 3.6: TG latch with steady state current problem under dual supply clocking

o� fully. In fact, the gate-source voltage (jVGSpj) across the p-MOS transistor is equal to

the voltage di�erence between the clock and data network supply voltages (VDDH-VDDL).

For the speci�c example shown in the �gure this equals 0.5V for the 180nm technology

and is approximately equal to the p-MOS transistor VTH resulting in exponentially higher

steady state leakage current. This is a problem especially in high performance datapath

designs that operate under conditions of high power density with local hot spots. This in

turn leads to lower VTH , and lends to higher IOFF and ALU power. The solution is to

avoid clocked p-MOS transistors in the sequential circuits and replace the TG designs with

the n-MOS only latch as shown in Figure 3.7:

Such a design supports low swing clocking, without consuming static power [23]. This

circuit operates as an SRAM storage cell with single ended data. In this design one side

of the storage cell is driven by an n-MOS pass transistor and is similar to a traditional
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Figure 3.7: Latch circuitry to support dual supply clocking

Figure 3.8: Dual supply latch and 
ip-
op 180nm layouts

SRAM cell, while the other end is connected to a 2-stack n-MOS pulldown.

The CLKB signal is generated locally using an inverter that operates from the VDDL

supply. The master-slave 
ip-
ops used in this ALU were designed by cascading 2 such
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latches. Figure 3.8 shows the layout of the dual supply latch and 
ip-
op for the 180nm

technology. We indicate the CLKB inverter operating from the VDDL supply and its sep-

arate n-well. Since these n-wells are not iso-potential, they are located further apart,

resulting in 7% ( 3%) area overhead for the dual supply latch (
ip-
op). It should be

noted that the latch has 8 n-MOS and 3-p-MOS transistors and the x-dimension is deter-

mined by the total n-MOS width. This helps to limit the area penalty associated with the

additional n-well required to implement the dual supply latch/FF design. The placement

of the CLKB inverter is done so as to partition the cell and have easy access to VDDH ,

VDDL, and GND power rails when the bitslices are tiled for the 32-bit ALU.
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Figure 3.9 shows energy-delay plots for the dual supply latch for both 180nm and 65nm

(Berkeley PTM) technologies. These data demonstrate that when the clock power supply

is scaled (VDDL), the latch total energy is reduced, while both the D!Q delay and Tsetup

are degraded. There is a 26% (37%) reduction in total energy corresponding to a 30%

supply scaling for the 180nm (65nm) technology. However, this is associated with a 19%-

23% increase in the D!Q delay, while the Tsetup increased by �25ps for both technologies.

In our ALU design we restrict the usage of such a dual-supply latch (
ip-
op) scheme to

only the non-critical units. This strategy allows us to absorb the additional delay penalty

in the already existing timing slack.

3.3.2 Swing Restored CPL Based Logic Unit

The logic and shifter units constitute the non-critical blocks of the ALU. Therefore, we

utilize the swing restored complementary pass transistor logic (SRCPL) to implement these

units. SRCPL allows us to eliminate the p-MOS network required for a logic function when

using the static CMOS style. This results in lower switching capacitance, smaller data

bu�er sizes and less area for the logic unit. A logic-shifter unit implemented using n-MOS

pass transistors results in weak logic 1. Therefore in our design we used minimum sized

output keepers to restore the CPL gate output signal to full swing (SRCPL). Figure 3.10

and Figure 3.11 show the circuit diagram and 180nm layout for a single bit-slice of the

logic unit using SRCPL.

In our ALU we used SRCPL to implement the logic unit (INV, AND, OR, XOR) and

a 5-bit shifter block. These were designed with minimum width pass transistors. Table 3.1
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Figure 3.10: ALU bit-slice designed using SRCPL

compares the delay (in ps) for a bit-slice designed using SRCPL and static CMOS with

identical input bu�er and output load conditions. These results show that the SRCPL

based design has a 12% lower delay compared to the worst-case performance (XOR) of the

static CMOS implementation. In addition, our results show that the energy per bitslice
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Figure 3.11: SRCPL based 180nm layout of ALU bitslice

for the SRCPL design is 1.26pJ as opposed to 1.79pJ for the static CMOS case. These

results for both implementations correspond to an input vector pattern that considers all

the di�erent data combinations. They show that the SRCPL implementation results in

38% lower energy-delay product (EDP) and up to 30% lower switching energy compared

to the static CMOS design without delay degradation.

Table 3.1: Static CMOS vs. SRCPL bit-slice performance (ps)

Logic Function Static CMOS Swing Restored CPL

AND 63 53

OR 64 84

XOR 110 97
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3.4 ALU: Architecture and Circuit Design

In order to meet the constant demand for improved performance and lower power, several

circuit and architectural design techniques have been proposed for high end microproces-

sors. As the transistor threshold voltage is scaled and number of pipelined stages are in-

creased, the power dissipation in high performance microprocessors has roughly increased

by three fold [25] every generation. Therefore, recent ALU designs that integrate a dual

supply based approach are being investigated. There have been several recent designs that

approach the issue of ALU power consumption and dual supply assignment [10], [23], [24],

[25]. For example, the design reported in selectively uses a lower power supply voltage for

p-MOS transistors using a shared n-well based design. In this case, the transistors that use

the lower (VDDL) and nominal (VDDH) supplies both share the same n-well. This reduces

the overall layout area overhead, but can also limit the voltage di�erential between the

two supplies. A second design [24] uses a nominal supply voltage when the ALU operates

using the 32-bit datapath, but in the 64-bit mode it uses an o�-chip gated power supply to

achieve low power operation. Both designs show lower than nominal power consumption

(25%-33%) while resulting in 5%-25% delay degradation.

We now present the design overview of our proposed 32-bit ALU [33], [34] and demon-

strate the impact of the di�erent circuit techniques discussed in the earlier sections in

ensuring low power operation. The basic ALU architecture is shown in Figure 3.12, and is

similar to that reported in [24], [35]. In this design we use separate n-wells for the p-MOS

transistors operating at di�erent potentials. We also clearly partition the critical and non-

critical units so that the dual supply operation can be carried out without performance
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degradation. As will be shown subsequently, this approach is associated with a higher area

penalty and less energy savings compared to the designs reported in [24], [25]. However,

the energy savings obtained using our approach comes without any delay degradation and

is therefore important in the context of high performance logic designs. The rest of this

chapter discusses the design details, operation modes and scaling trends for important

design metrics up to the 65nm CMOS technologies.
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Figure 3.12: 32-bit ALU organization block diagram
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3.4.1 Design of Decoder and Logic-Shift Units

As indicated in the block diagram shown in Figure 3.12, the ALU has several sub-units.

The input stages for both the data buses are 32-bits wide and comprise data drivers and

static master-slave 
ip-
ops that support reduced swing clocking. The instruction decoder

unit is implemented using 2-input static CMOS NAND-NOR logic gates and supports 15

di�erent instructions. The design has two modes of operation: NORMAL and TEST that

are selectable by setting the most signi�cant bit of the decoder. In this chapter the focus

is on the NORMAL mode of ALU operation. In the TEST mode a design for testability

(DFT) scheme is used to detect and diagnose delay faults in the ALU. The details of the

DFT scheme and TEST mode operation will be discussed in Chapter 5.

In the NORMAL mode, the ALU supports 32-bit unsigned addition, ALU loopback,

logical operations such as invert, AND, OR, and XOR and shift of up to 5 bits. In addition

to these instructions, the decoder also generates multiple internal clock gating signals by

partially decoding the higher order input lines. This helps to stop clock toggling for

deselected units and reduce overall power consumption. The decoder performance is non-

critical, and its outputs use dual-supply latches to reduce switching energy. The A[31:0]

and B[31:0] data buses drive the inputs of the performance critical 32-bit arithmetic unit

as well as the non-critical logic and shifter units. We use bus-splitters for both A[31:0]

and B[31:0] buses in order to reduce overall bus switching capacitance. The decoder unit

generates the control signals for the bus-splitter based on the type of instruction being

executed (arithmetic or logic-shift). The logic and shifter units are both implemented

using SRCPL. The MUX-es at the output of the logic unit are realized using C2MOS logic
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(instead of transmission gates) to avoid the usage of cascaded pass transistors that result

in degraded signal rise/fall times and performance.

3.4.2 ALU Critical Path and Adder Design

The ALU critical path comprises the arithmetic unit (adder front-end MUX and 32-bit

adder), and the ALU output MUX-es. In our design, these units were implemented using

compound domino logic (CDL). The adder [36] is designed using a radix-2, Han-Carlson

architecture with a sparse carry-merge tree (CMT). The adder output stage comprises

parallel 4-bit static ripple carry adders (RCA). The carry inputs of the RCA are obtained

from the CMT that generates every 1-in-4 carry signals (C3, C7, C11, C15, C19, C23, C27,

C31). The adder input stage comprises a propagate-generate (PG) unit and uses footed

clock transistors. However, subsequent stages of CDL gates are domino compatible and

therefore do not require n-MOS clocked footer transistors.

The PG (propagate/generate) block and carry-merge-tree form the carry generate sec-

tion while the Carry Select Adders (CSA) and the output MUX-es form the sum generate

section of the adder. The PG block, carry-merge-tree and output MUX-es are the per-

formance critical units and are implemented using CDL gates. The CSA adders operate

in parallel with the carry generate section and are implemented using static CMOS gates.

The PG block forms the propagate (P) and generate (G) terms based on the primary logic

inputs A[31:0] and B[31:0] according to Eq. 3.16-3.17. The carry-merge-tree employs a

binary merge algorithm that implements the recursive logic equation (Eq. 3.18), to pro-

duce the 1-in-4 carry signals (C3, C7, C11, C15 and so on) as shown in the simpli�ed adder
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architecture in Figure 3.13. The basic logic equations for the adder are given by:

Pi = Ai +Bi (3.16)

Gi = Ai:Bi (3.17)

Ci = Gi + PiCi�1 (3.18)

where Pi and Gi indicate the propagate and generate functions while Ci�1 represents the

carry-merge operation. Also, Ai and Bi are the data for the ith bit position for the input

A[31:0] and B[31:0] data buses. Figure 3.13 shows the simpli�ed architecture of a 16-bit

adder that can be extended to a 32-bit design. For each of the 4-bit adder blocks (Blocks

A, B, C, D) shown in Figure 3.13, there are two parallel 4-bit CSA adders. One of these

adders generates sum outputs assuming input carry to be logic 0 while the other assumes

input carry to be logic 1. For example, the carry select adders pertaining to Block C,

generate two sets of sum signals S11 : 8(1) and S11 : 8(0) using the corresponding block

input carry Cc
in to be logic 1 and logic 0 respectively. This happens in parallel with the

carry-merge-tree and the CSA output signals become available at the inputs of the 2:1-

MUX-es. When the C7 signal becomes valid, the appropriate sum signals are selected and

become available at the S11:8 primary outputs of the adder.
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Figure 3.13: Simpli�ed architectural overview of adder

3.4.3 Dual Supply Design and Assignment

In this design we partition the ALU into di�erent power supply domains to reduce the

performance overhead associated with the dual supply clock design scheme. The lower

supply (VDDL) is used for the clock signal of non-critical units only. This allows signi�cant
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energy reduction since clock is a high activity signal and is associated with large drivers

and capacitance. The entire data network is maintained at the nominal (VDDH) supply

for the entire design, mitigating the problem of excessive delay degradation. In addition,

performance critical units like the 32-bit adder and ALU output MUX-es are clocked using

full-swing signals. As a result, the delay penalty associated with the dual supply clocking

is limited to only the latches and FFs of the non-critical units and can be absorbed in

the existing timing slack. Figure 3.14 shows the layout of our 32-bit ALU in 180nm bulk

CMOS, 6 metal layer TSMC process and measures 800�m x 600�m. The di�erent logic

and functional units are numbered as follows: 1 and 2 represent the scan chains for input

and output data buses, 3 is the logic-shift unit, 4 is the input data stage for A[31:0] and

B[31:0] buses along with the bus-splitters and drivers. The unit 5 represents the 32-bit

adder core and ALU output MUX-es, 6 is for the decoder unit and the clock driver section.

Finally 7 is for the DFT unit (discussed in detail in Chapter 5), the clock gating circuits

and additional distributed clock drivers for the adder and ALU output MUX-es.

Our dual supply assignment (CLK: 0 to VDDL; DATA: 0 to VDDH) is restricted to units

3, 4, and 6 thereby indicating a clear partitioning between units using single and dual

power supply regions. The low swing clock is derived from the full-rail input CLK signal

(in unit 6) using a bu�er stage operating from the VDDL power rail. The adoption of a dual

supply clocking strategy increases the area of the input data stage by 3%, decoder unit by

2% and logic-shift unit by 3%. The DFT unit increases the ALU transistor count by 1.3%

and along with the dual supply assignment and routing results in increased layout area.

On the other hand, the SRCPL based logic-shifter unit helps reduce active area, thereby
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limiting the overall area overhead associated with our design techniques to �4%.

Figure 3.14: 32-bit ALU layout in 180nm CMOS technology

3.5 ALU Energy, Delay, Scaling Trends: Results

We now present the results for ALU performance and discuss its scaling trends for sub-

180nm CMOS technologies. This section deals with some of the important ALU design
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metrics such as worst-case delay, standby and active mode power, and peak and average

current demand in the NORMAL mode of operation. We also show the scaling trends for

these parameters for the 180nm-65nm CMOS technologies.

3.5.1 ALU Performance for Sub-180nm Technologies

The ALU worst-case delay corresponds to the maximum clock frequency at which it can

operate. This is of special importance in high performance logic designs and determines

the overall data throughput of the design. The worst case delay is obtained at an elevated

temperature of 1100C for the vector A[31:0]=FFFFFFFFH and B[31:0]=00000001H. The

data points in Figure 3.15 for the 180nm technology correspond to a bulk CMOS TSMC

process while the 130nm-65nm results were obtained using the Berkeley Predictive Tech-

nology Models (BPTM). Our results demonstrate that the 180nm 32-bit ALU operates at

1.5GHz and can be scaled to 4.2GHz for the 65nm CMOS technology.

3.5.2 ALU Energy for Sub-180nm Technologies

As the technology is scaled, we observe savings in switching energy due to reduction in

the CV 2 product. However, there is also an exponential increase in the total leakage

energy due to higher IOFF current. It is expected that this will result in an increase

in both the total as well as the standby power (energy) consumption of DSM datapath

designs. Figure 3.16 shows the normalized plots for the total energy for two di�erent cases:

Design 1 (Ref. ALU), and Design 2 (dual supply + SRCPL). Design 1 operates entirely

at VDDH , and uses static CMOS gates for its logic-shifter unit. Design 2, on the other
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Figure 3.15: 32-bit ALU NORMAL mode performance and scaling trends

hand, demonstrates the energy savings obtained using SRCPL based logic-shifter units

with reduced swing clocking. When the power supply voltage is lowered by �30% (VDDL

= 0.7VDDH) there is 18%-24% savings in total energy for the 180nm-65nm technologies.

The energy plots in Figure 3.16 deviate from the traditional CV2 scaling trends (es-

pecially for the 65nm generation) due to the dominance of subthreshold and gate leakage

current components in DSM technologies. The results in Figure 3.16 were obtained for

a data activity � of 0.1 in the NORMAL mode of ALU operation. It should be noted

that the energy reduction for Design 2 was obtained without delay degradation. This was
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Figure 3.16: 32-bit ALU NORMAL mode total energy and scaling trends

possible because of the dual supply assignment strategy followed in this design, whereby

all the critical unit data and clock signals were maintained at VDDH .

3.5.3 ALU Standby Power and Current Demands

The adoption of a dual-supply clocking scheme helps us to reduce both active mode switch-

ing energy and standby power (no data or clock activity). In addition, the CPL based

logic-shifter unit with smaller data drivers helps in reducing the overall switched capaci-

tance. This translates into lower standby power for the 32-bit ALU design as can be seen
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from the data in Figure 3.17.
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Figure 3.17: ALU standby mode power consumption

Our results show that the standby mode leakage power for the 180nm technology is

negligible compared to that of the sub-130nm generations. Therefore, we use the 130nm

ALU (Design 1) total standby power as our reference. These results demonstrate that when

Design 1 is scaled from 130nm to 65nm technology, there is a 27x increase in the standby

mode leakage power. Furthermore, it is estimated (HSPICE, level 54 simulations) that, for

the 65nm technology node, gate leakage may account for �30% of the total leakage power.

However, the total standby power for Design 2 (dual supply + SRCPL + scaled bu�ers)

is 22% (32%) lower than the 130nm (65nm) generation. Furthermore, the gate leakage
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component reduces signi�cantly (�40%) when the power supply is lowered for Design 2,

and contributes to �18% of the total ALU leakage power for the 65nm generation.

0.2

0.4

0.6

0.8

1

Technology (nm)
65 90 130 180

Iav: Design 2 = 0.78-0.88 Design1

Ipk: Design 2 = 0.67-0.77 Design1 

Typical corner, 1100C 

Figure 3.18: ALU peak and average current demands

Finally, we demonstrate the impact of the dual supply design on both peak and average

current demands. The reductions in active and standby mode energy/power translate into

reductions in the overall current demand. Figure 3.18 plots the Design 2 (dual supply)

current demands normalized with respect to Design 1 for di�erent technologies. It is

clear that the low power circuit techniques result in 23%-33% reduction in Ipk, and 12%-

21% lower Iav demands. It is expected that this can help in lowering the possibility of

localized Joule heating related hot spot occurrences (average current) and IR drop related
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performance degradation (peak current) in DSM technologies.

3.6 Summary

In this chapter, we presented a high performance 32-bit ALU design and adopted a dual

supply strategy to minimize total energy consumption. We discussed the partitioning of

the performance critical and non-critical logic units as well as the usage of a latch/FF

circuit that can support dual supply clocking. We demonstrated the scaling trends for

the 180nm-65nm CMOS technologies showing reductions in ALU total energy (18%-24%),

leakage power (22%-32%), and peak current (12%-21%) demands without delay penalty.

In the subsequent Chapters 4 and 5 we will discuss circuit and DFT techniques that can

be used in high performance ALUs and RFs to prevent leakage induced noise margin

degradation and detect delay faults.



Chapter 4

Designing Robust Wide-Domino

Logic for High Performance

Datapaths

Domino logic has been the mainstay of high performance circuit and datapath designs.

They are used in the implementation of microprocessor critical path units such as adders,

ALUs and register �les. In the previous chapter we presented the design of a low power,

dual supply based 32-bit ALU. In this chapter we will discuss the design of leakage tolerant

and robust wide domino logic gates for ALU front-ends and register �les. Register �les

(RFs) are used extensively in high-end superscalar microprocessors [8], [37], [38]. They

are high-speed, single-cycle, datapath units that provide the operands for the processor's

integer and 
oating-point execution cores. The RF array depth and number of read-write

ports increase with processor performance and number of on-die execution cores. The RF

71
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read operation is timing critical during which an array is selected and full-rail data is read

out by the processor [35], [39]. Therefore, the read circuitry is typically designed using

multiple stages of cascaded wide-OR compound domino logic (CDL) gates that operate as

high performance MUX-es. In addition to RF read ports, wide-dominos are also used to

design the ALU front end MUX-es. This is because the data processing units can accept

data from multiple sources that include the RF, cache, their own loopback bus, or local

bu�ers depending on branch prediction results. Since they are on the processor critical

path, these MUX-es are normally implemented using dynamic logic.

As CMOS technology is scaled, the domino logic noise margin is degraded substantially

due to exponentially higher leakage current (IOFF ), lower power supply voltage and capac-

itance of the scaled devices [11], [40], [41]. This problem is further compounded by noise

induced due to high switching frequencies and ground/VDD bounce. The wide-OR domino

circuits are used for designing local and global bitlines (LBL, GBL) and are an integral

part of the RF read port and ALU front-ends. However, these circuits are especially sus-

ceptible to leakage induced logic upsets in sub-130nm technologies because of the existence

of multiple parallel pulldown paths. Several design strategies [12], [38], [41],[42] have been

advanced in order to maintain iso-robustness scaling of high-performance RFs. Some of

these include keeper-based techniques like:

� Upsized keepers,

� Conditional keepers, and

� Forward body-biased (FBB) keepers.
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Other schemes that can suppress the n-MOS pulldown leakage and improve bitline noise

margins [8], [18], [21], [43] include using:

� Pseudo-static schemes,

� Dual VTH ,

� Longer Ldrawn, and

� Reserve body bias (RBB).

The challenge is to maintain the wide-OR domino/RF robustness, minimize the delay

penalty and prevent further bitline fragmentation.

4.1 RF Organization: A Simple Example

Wide bit-width register �les (RF) are performance-critical components of microprocessor

integer/FPU execution cores and require single cycle read/write latency. In this section,

we present the architectural overview of a 2-read, 1-write ported 256-entry 64-bit high

performance RF whose organization is shown in Figure 4.1 [39]:

Each of the 256 RF entries is uniquely selected using an 8:256 decoder scheme that

generates the read and write select (RS/WS) signals. In order to read/write from an entry,

only one WL driver signal/port switches high (active) while the rest of the 255 drivers

are inactive and are leaking. The read port word line (WL) drivers are on the RF critical

path and are hence upsized to drive the 32 local bit-cells on each side of this partitioned

RF. This results in increased leakage for the WL drivers of the 255 deselected entries. For
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Figure 4.1: Organization of 256-array, 64-bit RF

high-performance RFs with large array depths and word sizes, the local and global bitlines

(LBL, GBL) contribute signi�cantly to the total energy. In addition, at any given time

only one array is selected while the remaining arrays are deselected contributing to active

leakage power. Therefore, in sub-130nm technologies leakage control schemes can help

achieve both low power operation and robust (scalable) RF designs. In this chapter, we

investigate the selective usage of the following techniques in high performance LBL and

GBL designs [7], [18], [21]:
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� Dual VTH technology,

� Longer Ldrawn transistors, and

� Reverse body bias (RBB).

We study the impact of the above techniques on the following design parameters: prop-

agation delay, leakage and total energy, DC robustness, AC noise margin and overall area.

Our results also show that a signi�cant portion of the RF energy is consumed during the

precharge phase. Therefore, in this work we present a circuit scheme to minimize the

precharge contention and RF energy.

4.2 RF andWide-OR Domino MUX-es, Iso-Robustness

Scaling

We now discuss the organization of a 64-array, 32-bit wide RF and the implementation

of wide-OR domino based LBL and GBL circuits. In addition, we introduce the concepts

of AC and DC noise margins for wide dominos and demonstrate their degradation with

scaling. This section also discusses some of the strategies that have already been proposed

in the literature for designing leakage tolerant wide dominos. It should be noted that

although the rest of the chapter deals with the design of robust LBL and GBL circuits for

high performance RFs, the same concepts and tradeo�s are valid in the case of the domino

wide-MUXes used in ALU front-end and output MUX-es.
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4.2.1 RF Read Port and LBL, GBL Designs

Figure 4.2 shows the performance critical read port for a single bit-slice of a 64-array,

32-bit wide RF. This a scaled down version of the RF organization shown in the previous

section but demonstrates the same noise margin and robustness related problems. We use

this as our vehicle to study the di�erent design tradeo�s involved in the design of robust

domino logic gates. The design shown in Figure 4.2 comprises the read port decoder, word

line (WL) driver unit, dynamic LBL and GBL and output bu�er/latch section. The 6:64

decoder is used to uniquely select an array during the read operation. The decoder's timing

is non-critical and therefore it is implemented using 2 input static NAND/NOR logic gates.

The �rst stage of the WL driver section is implemented using a footed domino gate while

the subsequent WL drivers are static inverters. When CLK=0, the RF intermediate nodes

A, B, D (Figure 4.2) are precharged to VDD and all the read select signals (RS0-RS63)

are 0. As a result, the LBL and GBL pulldown paths are cut-o� and static power free

operation is ensured.

During evaluation (CLK=1), the active high decoder output (Dec0) selects the RF

array location that is to be accessed. This causes the word line (WL) driver section to

evaluate and node A makes a 1 ! 0 transition. Depending on the setup data (D0) the

LBL and GBL can evaluate resulting in nodes B and D making 1 ! 0 transitions and the

array data being read out. It should be noted that the keepers for the WL driver, LBL

and GBL have been omitted in Figure 4.2 for the sake of clarity.
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4.2.2 LBL and GBL: Design and Noise Margin Issues

Wide-OR dominos are used to design local and global bit lines (LBL, GBL) of high perfor-

mance RFs. These LBL and GBL circuits shown in Figure 4.2 operate as high performance

8:1 and 4:1 domino MUX-es, respectively. The inputs to the pulldown network are domino

compatible allowing for the removal of the clocked n-MOS footer transistor. This reduces

the stack height, improves performance and lowers switching energy (LBLs are 2 n-MOS
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stack, GBLs have single n-MOS pulldown). The domino logic gates typically use 3%-5%

p-MOS keepers to hold the precharge value during evaluation phase in case the array is

deselected or the input data = 0. Only one of the parallel pulldown paths is selected at

a given time. As technology is scaled and the transistor IOFF current increases exponen-

tially, the p-MOS keeper has to be upsized to ensure iso-robustness. However, this leads

to increased contention and delay degradation requiring further bitline fragmentation or

the incorporation of leakage control techniques into the LBL and GBL structures.

We use DC robustness and AC noise margin as metrics for comparing the e�ectiveness

of di�erent leakage tolerant domino designs. The DC robustness is de�ned with respect to

node C (Figure 4.2) and is obtained under worst-case leakage conditions when the inputs

RS0-RS7 are subjected to DC noise (simulated using a slow ramp signal). The voltage at

which node C and read-select (RS) signals are equal is identi�ed as the unity gain noise

margin (UGNM) point. DC robustness for a given technology is de�ned as the normalized

UGNM (UGNM/VDD). The concept of DC robustness for wide-dominos is better explained

with the help of the waveforms shown in Figure 4.3. This de�nition for DC robustness can

be used for both LBLs and GBLs, and is well established in the context of leakage tolerant

domino logic designs [8], [12], [40], [41].

In order to quantify the AC noise margin we subject the read selects (RS0-RS7) to a

triangular waveform with equal rise and fall signal slopes of 10mV/ps. The peak of the

triangular waveform is increased parametrically, until the subsequent dynamic gate (node

D) evaluates, indicating a noise-induced logic failure. The AC noise margin accounts

for e�ects such as switching transients (CdV=dt), coupling with neighboring metal lines
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Figure 4.3: Waveforms for Wide-OR domino DC robustness

and impact of internal node capacitances that are neglected during the DC noise margin

analysis.

We now show data for the LBL noise margin for sub-130nm technologies. Figure 4.4

shows results for an 8-wide, low VTH LBL with 5% p-MOS keeper. Simulations indicate

that the 130nm design has a DC robustness of 17% and normalized AC noise margin of

36% (470mV). We use this as the target robustness for the designs in 90nm and 65nm

technologies. This allows us to compare di�erent design techniques and quantify their

tradeo�s. It is possible to set the robustness threshold at a di�erent absolute value, but the



Designing Robust Wide-Domino Logic for High Performance Datapaths 80

energy-delay tradeo�s and scaling trends would remain una�ected. When the technology is

scaled, the transistor VTH is lowered causing IOFF to increase by 3x-5x per generation. As

a result, there is 35% (47%) degradation in DC robustness for the 90nm (65nm) technology

(Figure 4.4). The AC noise margin also degrades by 11% and 17% for the corresponding

technologies. It should be noted that the data for both the 130nm and 90nm technologies

correspond to all low-VTH designs while that for the 65nm corresponds to that of a high-

VTH pulldown. This is because a low VTH 65nm design does not have a UGNM crossover

point and fails to operate due to excessive transistor leakage.
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Figure 4.4: Wide OR domino noise margin and scaling trends

It is clear from these results that increased transistor IOFF , lower capacitance of scaled

devices, and higher switching frequency will signi�cantly degrade the noise margin of high
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performance domino logic gates. Therefore, we need to explore alternate design/leakage

control techniques that improve circuit robustness while maintaining performance and low

power RF operation.

4.2.3 Robust Wide-Domino Schemes

In this section, we focus on some of the techniques that have been reported in the literature

[8], [11], [12], [38], [41], [42] for designing robust wide-OR dominos. These di�erent schemes

can be broadly categorized as:

� Keeper based, and

� Pulldown leakage reduction based approaches.

The keeper-based approaches strengthen the p-MOS pullup keeper and counter the

n-MOS network leakage. Some of these techniques include keeper upsizing, forward body-

biased keeper and conditional keepers. On the other hand, techniques that reduce the n-

MOS network leakage include a pseudo-static scheme, dual VTH , longer Ldrawn and reverse

body-bias (RBB).

Keeper upsizing : When low VTH LBL and GBL designs are scaled from 130nm to

65nm the p-MOS keeper needs to be upsized 9x-10x to meet the AC and DC noise margin

thresholds. For the 65nm technology, this amounts to a p-MOS keeper that is 45%-50%

of the entire n-MOS pulldown width. This leads to excessive delay degradation (68%),

contention power and can cause the bitlines to not have full-rail switching. Designers

have resorted to further bitline fragmentation to avoid such a situation. However, this
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adds to the number of cascaded logic stages and increases both the switching energy and

overall area. Simple keeper upsizing is therefore not a suitable technique for designing high

performance, robust, wide-OR dominos for sub-130nm technologies.

Forward body-bias : Another approach for improving wide-domino robustness is the

forward body-bias (FBB) technique. In this technique, the n-well of the p-MOS keeper

is connected to a potential lower than VDD. This forward biases the keeper source-body

junction and reduces its threshold voltage. This results in a higher ON current (Ikeeper),

thereby strengthening the domino node and its noise margin. However, the e�ectiveness

of this method is limited by the allowable FBB voltage and sensitivity of jVTHpj voltage to

VSB (depends on body bias coe�cient, 
). As the forward body bias voltage is increased,

both the p-MOS keeper source and drain p-n junction diodes turn on resulting in static

current. The simulation results in Table 4.1 for a 65nm p-MOS transistor show that it is

possible to operate at a FBB voltage (VSB) of 400mV. Beyond this, the ION/IOFF ratio

degrades signi�cantly, resulting in higher total and leakage energies for both the LBL and

GBL designs.

Conditional keeper technique: Conditional keeper based design approaches have been

proposed that can improve the DC robustness while minimizing the delay penalty and

contention during evaluation. In this scheme, a parallel keeper is used in addition to the

normally ON weak keeper. The extra keeper is turned on during the evaluation phase

only if the LBL/GBL does not evaluate. The basic circuit scheme and timing diagrams for

conditional keeper based wide-OR dominos are shown in Figure 4.5 and Figure 4.6.
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Table 4.1: FBB characteristics for 65nm p-MOS transistors

FBB voltage ION
�A

�m
IOFF

nA
�m

ION/IOFF

0V (Ref) 391 72 5430

100mV 405 (1.04x) 114 (1.58x) 3552

200mV 418 (1.07x) 173 (2.4x) 2416

300mV 429 (1.1x) 247 (3.43x) 1736

400mV 439 (1.12x) 340 (4.72x) 1291

500mV 448 (1.15x) 452 (6.28x) 991

The condition generation circuitry requires additional logic gates and a delayed clock

that is obtained from the system clock signal using a chain of static inverters. This increases

the overall switching energy and domino node capacitance. Furthermore, the delay chain

has to account for the WL driver delay and build in a safety margin so that the conditional

keeper is turned on only after the worst-case LBL evaluation time. During this interval, a

weak keeper holds the precharge value making the wide-OR domino design prone to logic

upsets [44]. Our results show that the AC noise margin for a 65nm conditional keeper

based design is only 19% indicating 47% degradation compared to the 130nm reference

design as indicated by the waveforms shown in Figure 4.7.

Pseudo-static technique: The pseudo-static technique has been advanced as a means

for designing robust wide-OR domino logic gates for deep submicron (DSM) technologies.

The pseudo-static technique improves the wide-domino UGNM by introducing additional

p-MOS transistors to force the LBL stack nodes to VDD. Figure 4.8 shows the pseudo-static
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Figure 4.5: Organization of conditional keeper based wide-OR dominos

technique based wide-OR domino circuit scheme.

This scheme ensures that both transistors in the n-MOS stack are OFF, N2 has a

higher \e�ective" threshold voltage (reverse body bias and reduced DIBL e�ect) and a

negative VGS bias voltage. As a result, there is a signi�cant reduction in leakage current

though N2, resulting in improved UGNM. However, this technique also su�ers from several
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Figure 4.6: Conditional keeper timing

disadvantages and increases the overall RF delay due to LBL stack transistor re-ordering

and an extra logic stage (2-input NOR) on the critical path. In addition, this strategy is

not readily usable for GBLs that typically use single n-MOS pulldowns.

4.3 Leakage Control Schemes and RF Designs

In this section we discuss the selective usage of three di�erent leakage control schemes:

dual VTH , non-minimum channel length (longer Ldrawn) transistors and reverse body bias

(RBB) for designing 8 and 16 wide-OR domino circuits. We also compare the transistor
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ION/IOFF ratios to demonstrate the e�ectiveness of these techniques and show the design

tradeo�s for the 90nm and 65nm technologies.

4.3.1 Dual Threshold LBL Design for 90nm Technology

In the dual-VTH LBL design approach we selectively use high threshold transistors, to

minimize leakage current and limit delay degradation. Figure 4.9 shows the dual VTH

assignment for an 8-wide LBL design. The 2-stack LBL dominos are organized such that

the bottom transistors (D0-D7) are connected to the data from the RF local bitcells and

are set up ahead of time. Consequently, the read select (RS0-RS7) transistors determine

the domino gate's performance and its worst-case UGNM. In the dual-VTH scheme, we use
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Figure 4.8: Pseudo-static technique based wide-OR domino

high VTH for the read select transistors, while low VTH transistors are used for D0-D7.

In this design, we implemented the static NAND gate using low-VTH transistors. This

is because its p-MOS transistors determine the RF read cycle performance while a stronger

n-MOS pulldown enhances the UGNM. Since the GBLs have single n-MOS pulldown they

are implemented using high VTH n-MOS transistors to ensure robustness. The transistors

for both the LBL and GBL keepers (p-MOS transistor and driver inverter) use low VTH .

We now show data for the dual VTH based 90nm RF read port design and compare them

with a low VTH LBL implementation. The data for the two designs are compared under
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conditions of equal UGNM. Our results show that the low VTH LBL and GBL designs

require 16.5% p-MOS keeper to meet the 17% UGNM robustness threshold. However,

the dual VTH designs meet the same robustness threshold with a 4.5% p-MOS keeper.

Figure 4.10 compares the worst-case propagation delay and noise margins (AC and DC)

for the entire 64-array, 32-bit 90nm RF read port whose organization was presented earlier.

This data shows that direct scaling of the low-VTH RF with 5% LBL/GBL keepers to 90nm

results in 35% DC and 11% AC noise margin degradations. It is clear that the dual VTH

design shows better results compared to the low-VTH design with 12% less propagation

delay. In addition, the dual VTH design has 24% lower total energy and 47% lower standby

leakage. Clearly, the impact of lower current drive of high VTH transistors is o�set by the
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lower contention due to weaker p-MOS keepers in dual VTH LBL designs.
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Figure 4.10: Delay and noise margin comparisons for 90nm RFs

4.3.2 Transistor Level Leakage Control: Analysis

As CMOS technology is scaled to the sub-90nm regime, the high VTH transistor IOFF also

becomes signi�cant. The IOFF/�m is about 25x that of the 130nm generation. As a result,

LBL and GBL circuits for the 65nm generation designed using high VTH pulldowns and 5%

keeper do not meet the noise margin thresholds. Thus, additional transistor level leakage

control techniques are required to ensure their iso-robustness scaling. In this section, we

compare the e�ectiveness of non-minimum channel length and reverse body bias (RBB)
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techniques in reducing transistor IOFF and quantify their impact on ION degradation. As

discussed in Chapter 3, the transistor IOFF comprises of several components, of which the

weak inversion and drain-induced barrier lowering (DIBL) currents are the most important.

These two dominant leakage current components can be modelled using the equations as

nentioned earlier. In this chapter we discuss the e�ect of two additional techniques in

limiting transistor leakage current and use them to improve the robustness of wide-OR

domino based datapath circuits.

Impact of longer Ldrawn: Transistors with longer Ldrawn (non-minimum channel length)

reduce the IOFF [10], [18] by increasing the zero-bias threshold voltage (VTH0). For small

increases in Ldrawn the threshold voltage increases almost linearly. The increase in the

transistor zero bias threshold voltage can be approximated using �VTH0 = VTH0(
�Ldrawn
Ldrawn

).

In addition, the channel mobility remains approximately constant due to velocity satura-

tion in DSM transistors. Therefore, the reduction in leakage current using non-minimum

channel length transistors can be approximately modelled as [10]:

�IOFF
IOFF

jLdrawn = 1�
1

1 +
�Leff
Leff

e
��VTH0

nvT (4.1)

where �Leff is the change in e�ective channel length (Leff ) while all other terms have

their usual meanings.

Impact of reverse body bias : Leakage current can also be suppressed by using the

reverse body biasing (RBB) technique. The body of the n-MOS transistor is connected to

a negative voltage with respect to the source terminal. The reduction in leakage current

is proportional to the extent of the applied reverse bias voltage (VSB). Recent research
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indicates [10], [21] that beyond a certain optimal RBB voltage the transistor OFF-state

current starts to increase due to increased gate induced drain lowering (GIDL), limiting

the e�ectiveness of this technique. For the range of RBB voltages in the region of interest,

Eq. (4.2) can be used to model the leakage current reduction as follows:

�IOFF
IOFF

jRBB = 1� e
�
VSB
nvT (4.2)

Both of the techniques discussed above result in an e�ective shift in transistor VTH .

Consequently, they are both associated with reduced gate overdrive voltages and lower ION

[/ (VDD�VTH)
�]. An e�cient leakage control technique is one that allows large reductions

in IOFF with minimum ION degradation. This helps to minimize their adverse impact on

performance when used in high-end datapath circuits. For this purpose, we compare the

degradation of the normalized IOFF/ION ratio as shown below:

� =
�IOFF
�ION

=
IOFF
ION

(4.3)

Table 4.2 shows the value of the �gure of merit (F.O.M.) � and its scaling trends for

both of the leakage control techniques.

Table 4.2: Data showing current ratio degradation

� = �IOFF
�ION

= IOFF
ION

130nm 90nm 65nm

Longer Ldrawn (Ldrawn + 30%) 3.1 3.1 2.8

RBB (30% VDD reverse bias) 20.0 9.0 7.5

The data in Table 4.2 demonstrate that the e�ectiveness of both leakage control schemes
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is reducing with scaling. Since RBB has a higher � (F.O.M.), it is more e�cient in con-

trolling leakage current compared to channel length. However, the RBB approach requires

a triple-well process with the generation and routing of an extra power supply voltage.

The physical design of RBB and longer Ldrawn based LBL/GBL circuits and their area

penalties will be discussed subsequently.

4.4 Low Power, 65nm Wide-Domino Operation

Multi-GHz RFs in high performance microprocessors can contribute signi�cantly to the

total IC power. Thus, it is important to reduce the LBL and GBL power while ensuring

their robustness with minimum performance degradation. Both the supply voltage (VDD)

and transistor capacitance (CL) reduce with technology scaling, resulting in lower switching

energy/transition. It is expected that for the 65nm technology, a signi�cant portion of the

IC total energy will be due to the leakage component and this may reverse the energy

scaling trends. This is especially true for large RF designs where only one array is selected

at a given time while deselected entries are leaking.

When the transistor channel length is increased, the e�ective gate area (WLdrawn)

increases proportionately. and contributes to higher gate capacitance (CG0-CG7) for the

n-MOS pulldown transistors. The di�erent parasitic capacitance components associated

with the domino pulldown are shown in Figure 4.11. During precharge, (CLK=0) the read

select signals (RS0 �RS7) are equal to 0 and the domino node is held at logic 1. There is

no channel formation for transistors in cuto� region, resulting in the parasitic gate-drain

capacitance component (CGD) being equal to zero. During evaluation when an LBL is
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selected (for example: RS0 and Data=1), the n-MOS transistor's gate capacitance (CG0)

has to be charged up from 0 to VDD. For LBL and GBL designs that use longer channel

lengths, this can cause a near linear increase (8% higher CG0 for 20nm longer Ldrawn) in

both switching energy and propagation delay.

 
ClkKeeper

RS0 RS7

Drain-bulk caps

Gate cap.
CG0

CG7

CDB0
CDB7

Figure 4.11: Wide-domino organization with parasitic capacitances

On the other hand, the RBB technique reverse biases the drain-bulk p-n junction of

the n-MOS pulldown transistors. This lowers the di�usion capacitances (CDB0 to CDB7) of

the entire network (Figure 4.11). Our results for the 65nm technology show that an RBB

voltage of 200mV reduces the drain-bulk capacitance by 3.6%. The overall dynamic node

capacitance of wide-OR gates is dominated by the di�usion capacitance [45]. Therefore, the

RBB approach can result in 4% lower capacitance compared to longer Ldrawn transistors.
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As discussed earlier, both these leakage control techniques result in VTH shifts thereby

lowering the IOFF current and transistor ION . Therefore, the e�ectiveness of these tech-

niques needs to be compared when they are used in high-end datapath designs. This is

done in Figure 4.12 by plotting the 65nm transistor currents in the ION -IOFF plane. It is

clear that a technique that has a steeper slope in the ION -IOFF plane is more e�cient and

results in less delay degradation when used in critical path designs. By comparing the data

points A and B, we observe that there is 42% lower leakage current using RBB compared

to longer Ldrawn transistors for the same ION . On the other hand, for points A and C, we

observe an 18% higher ION using RBB for the same leakage current. The above discussions

demonstrate that RBB reduces the e�ective switched capacitance as well as o�ers a higher

ION/IOFF ratio for the transistors.

We now compare the energy-delay plots for the 64-array, 32-bit RF read port imple-

mented using LBL and GBL circuits that incorporate the above mentioned leakage control

schemes. We compare the following three di�erent designs:

� Upsized keeper (reference design),

� Longer Ldrawn (increased by up to 20nm), and

� RBB up to 200mV.

The LBL and GBL pulldown networks for these 65nm designs were implemented using

high VTH n-MOS transistors. The high VTH leakage for 65nm technology is signi�cant

requiring 16% keeper upsizing to meet the UGNM threshold. On the other hand, when

longer Ldrawn or RBB techniques are used, the UGNM threshold is met with 7.5%-8%
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Figure 4.12: Leakage control schemes and their e�ectiveness

keepers. Figure 4.13 shows the energy and delay plots for the three di�erent RF read port

implementations. Our results show that using RBB (200mV) based LBL and GBL designs

can improve the propagation delay by 10% while resulting in 16% lower total energy. These

reductions result from lower switched capacitance, weaker p-MOS keeper and lower IOFF

for the pulldown networks. The results for the longer Ldrawn (20nm longer) based design

show similar reduction in energy but are associated with a 4% delay increase. This is

because the longer Ldrawn transistors have lower ION/IOFF ratio compared to the RBB

technique and higher overall switched capacitance. It should be noted that all the designs

in Figure 4.13 have 17% DC robustness and 36% AC noise margin.
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4.5 Precharge Current Control and 16-Wide Domino

The RF energy/transition comprises energy consumed during both the evaluation and

precharge phases. Our results show that a signi�cant portion of RF energy is consumed

during precharge operation due to short-circuit current (Isc). The parallel paths of wide-

OR dominos result in a self-loading e�ect and degrade its rise and fall times. In addition,

large RFs use multiple stages of cascaded, footerless LBL and GBL circuits. In this section

we discuss a circuit technique whereby CLKB (inverted clock) transistors are introduced

at the outputs of the static gates to speed up precharge and minimize Isc. We use this
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scheme along with the leakage control techniques discussed earlier to design low power

16-wide LBL based RF read port designs.

4.5.1 Precharge Current Control for RFs

During precharge (CLK=0), the RF domino nodes (LBL, GBL) are held at logic 1 with the

pulldown network read-select inputs equal to zero. This results in a short-circuit current

free logic operation under steady-state conditions. However, during the switching transient

from the evaluation to precharge phase, there can be signi�cant short-circuit current. The

short-circuit current during precharge phase is aggravated by the fact that the WL driver

and LBL 0 ! 1 transitions have to propagate through before the GBL node can fully

precharge to VDD and also there are degraded rise times (self-loading) for LBL and GBL

circuits. Figure 4.14 shows the timing diagram for a typical bit-line during the precharge

phase.

In order to minimize this problem in this RF read port design, we use additional n-

MOS CLKB transistors at the outputs of the static logic gates to speedup the precharge

operation [46]. This limits the contention and reduces short-circuit current. The wide-OR

domino organization along with the n-MOS precharge transistors and its impact on the

precharge current is shown in Figure 4.15 and Figure 4.16. During evaluation, CLKB =

0, and the n-MOS precharge transistors are turned OFF. As a result, the RF can evaluate

without any steady state current. However, when CLK=0, the CLKB transistors turn on

pulling nodes S0-S3 to ground (Figure 4.15) and they cut o� the GBL pulldown paths. The

e�ect of these transistors is to provide additional parallel paths to speed up the precharge
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Figure 4.14: RF read port precharge timing diagram

process. Further short-circuit current reduction is possible by adding CLKB transistors at

the WL driver outputs. However, our results show that this increases the clock load and

overall switching energy. Therefore, for our 64-array RF design we restrict the usage of

these precharge transistors to the outputs of the NAND gates (S0-S3 in Figure 4.15).

It is clear from the waveforms shown in (Figure 4.16) that the GBL signal 0 ! 1

transition is signi�cantly delayed for the conventional RF design. As a result, the Isc current


ows for a longer duration adding to the overall RF energy consumption. However, as

shown in Figure 4.16, when the CLKB transistors are added, the GBL reaches VDD sooner

and the duration for short-circuit current 
ow is reduced. It can be seen from Figure 4.16
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Figure 4.15: RF with CLKB precharge transistors

that the peak Isc for the proposed scheme is higher than that of the conventional design.

If the CLKB transistors are too large, the increase in clock load o�sets any savings in

precharge short-circuit current. Therefore, we optimized the size of these transistors so

that the overall EDP (energy-delay product) was minimized.

The optimized EDP data for di�erent CLKB sizes are shown in Table 4.3. We use

the 65nm design with high VTH pulldown as our reference. The data in the 2nd column

showing the RBB entry corresponds to 200mV reverse body bias voltage for the LBL

and GBL designs. The subsequent columns correspond to data with progressively larger

CLKB transistors. For example, RBB+0.1PC refers to the case when both the LBLs and
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GBLs use 200mV body bias and CLKB precharge (PC) transistors that are 10% of the

GBL pulldown. The data in Table 4.3 show that as the precharge CLKB transistors are

upsized (10%, 20%, 30% of GBL pulldown width), the energy savings reduce while the

propagation delay increases proportionately. Our results show that the RBB+0.2PC data

point corresponds to optimal operation with 30% lower EDP (25% from RBB, 5% from

precharge transistors) than the reference design.

The data corresponding to longer channel length (nominal+20nm) LBL and GBL de-

signs are shown in the Ldrawn section. These results show that the EDP for such a design is
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Table 4.3: Energy-delay data for low power 65nm design

RBB RBB+0.1PC RBB+0.2PC RBB+0.25PC

EDP (pJ.ps) 214 207 201 202

Energy 0.82 0.78 0.75 0.75

Delay 0.91 0.92 0.93 0.94

Ldrawn Ldrawn+0.1PC Ldrawn+0.2PC Ldrawn+0.25PC

EDP (pJ.ps) 248 237 232 233

Energy 0.83 0.78 0.75 0.75

Delay 1.04 1.06 1.07 1.08

approximately 16% higher than the RBB based implementation. This is due to the higher

propagation delay associated with longer channel length transistor capacitances and the

self-loading e�ect of wide-OR LBL and GBL designs. However, as can be seen from the

results in Table 4.3, this design approach also reduces the EDP by �20% with respect to

the original reference design.

4.5.2 Designing Low Power 16-Wide Robust Dominos

As technology is scaled, RF bitlines have to be fragmented to compensate for the increased

transistor IOFF and maintain iso-robustness. The critical path of the 64-array RF read

port considered in this work is organized as follows: 8-wide domino LBL, 2 input static

NAND, and 4-wide domino GBL. Further bitline fragmentation (8-way LBL to 4-way

LBL) increases the number of logic stages and overall delay. Fragmentation also increases
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the total switched capacitance and number of clocked stages resulting in higher RF total

energy. In this section, we show that leakage control techniques can be used to prevent

further bitline fragmentation and design 16-wide, low power and robust RFs.

Leakage control techniques like RBB and longer Ldrawn transistors reduce the IOFF

exponentially. The ION degradation is proportional to the reduction in gate overdrive

voltage [/ (VDD � VTH)
�]. In the region of interest (RBB of up to 200mV, Ldrawn =

20nm longer), the e�ective ION/IOFF ratio increases by 2x-2.1x. This allows us to design

a 16-wide domino with the same keeper strength as the original design and still meet the

robustness threshold. The new read port critical path organization for the 64-array RF

thus becomes: 16-wide domino LBL, 2-input static NAND, 2-wide domino GBL.

The new RF read port con�guration increases the LBL capacitance by approximately

2 times while reducing the total number of parallel LBLs from 8 to 4. In addition, the

GBL capacitance is also reduced by a factor of 2. Using a 16-wide LBL, 2-wide GBL

con�guration reduces the overall clock load and causes less short-circuit current in the

GBL units during precharge. As a result, the RF total energy consumption is lowered.

However, the larger LBL capacitance results in delay degradation. The contribution of

LBL as a percentage to the total RF total read delay depends on several factors such as:

� Technology generation under consideration,

� Ratio between interconnect and gate delay,

� Whether leakage control techniques are employed, and

� Keeper strength used to ensure noise margin.



Designing Robust Wide-Domino Logic for High Performance Datapaths 103

Our results show that the LBL delay accounts for 47%-63% of the read port delay.

Therefore, the delay increase for the 16-wide LBL o�sets the performance improvement

obtained from using a 2-wide domino GBL. As a result, the new RF design shows an overall

delay increase compared to the original design (8-wide LBL, 4-wide GBL). In this work we

compare results for the following four designs:

� Design 1: Reference design with high VTH pulldown, 8-wide LBL and 16.5% upsized

keepers,

� Design 2: 8-wide LBL, 4-wide GBL, 200mV RBB, and optimized CLKB transistors

for precharge current reduction,

� Design 3: Extension of Design 2 with 16-wide LBL, 2-wide GBL and 200mV RBB,

and

� Design 4: Longer Ldrawn (nominal+20nm) LBLs and GBLs, 16-wide LBL, 2-wide

GBL, and optimized precharge transistors.

The delay, energy and EDP for these designs are compared in Table 4.4.

Table 4.4: Low power RF designs, 65nm results

Design 1 (Ref.) Design 2 Design 3 Design 4

EDP (pJ.ps) 287 201 189 218

Energy (norm.) 1 0.75 0.59 0.6

Delay (norm.) 1 0.93 1.11 1.27
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Our results show that Design 3 reduces the RF read port total energy by 41% and EDP

by 34%. However, as explained earlier, the wider LBL design causes an 11% increase in

the read delay. Design 4 shows similar energy savings as Design 3, but has larger delay

degradation (27%). The higher delay for Design 4 (longer channel length) is due to lower

ION/IOFF ratio and higher dynamic node capacitance.

4.6 Implementation Issues

In this section we discuss some of the design and implementation issues involved with

the di�erent leakage tolerant wide-OR domino schemes discussed in this research. It is

clear that keeper upsizing is the easiest to implement, but shows unacceptable energy-

delay tradeo�s for sub-130nm technologies. Our results show that dual VTH based RFs

have acceptable energy-delay and noise margin characteristics for the 90nm technology. A

dual VTH process requires additional process steps adding to the total manufacturing cost.

However, such a design strategy may be adopted for robust 90nm designs since dual VTH

transistors are already available with high performance logic processes.

It is expected that for 65nm technology, the leakage of even the high VTH transistor

will be signi�cant. Therefore, wide-OR dominos might require all high VTH pulldowns

in order to meet DC robustness and AC noise margin thresholds. In our 65nm design,

we selectively used RBB or longer Ldrawn transistors in addition to all high VTH n-MOS

pulldowns to ensure proper noise margin. Using longer channel length transistors does not

require additional masks but amounts to selective reverse scaling. Our results suggest that

the drawn gate length has to be increased by 10%-20%. This would require a process with
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optimized characteristics for both types of transistors (nominal and 20nm longer).

The RBB technique requires both design modi�cations and extra process steps. As

shown in Figure 4.17, RBB requires a triple well process. The deep n-well region along

with the n-di�usions on each side helps to isolate the n-MOS transistors with RBB from

those formed in the substrate. Also, contacts are required to connect the n-well to VDD

and reverse bias the parasitic p-n junctions. This creates a restriction on the minimum

dimensions (A, B, C) for the n-well and the placement of neighboring n-MOS transistors in

the substrate. In addition, the negative body bias voltage has to be generated and routed

to the RF bitlines. This may require designing and integration of DC-DC converters or

allocating additional pins at the package level depending on whether the power supply is

generated on-die or o�-chip. Thus, even though RBB shows improved performance, it has

the maximum area and implementation overheads. The most signi�cant area penalty for

implementing RBB based RF bitlines is due to the n-well dimensions (A) and location of the

neighboring n-MOS transistors (B). However, since the RF bitlines are regular structures

and RBB is used selectively, we align the n-MOS transistors and use a shared n-well design

to reduce overall area penalty.

Figure 4.18 and Figure 4.19 show the layout for two di�erent 180nm RF bitline or-

ganizations. The �rst bitline implementation shown in Figure 4.18 represents the typical

approach followed in RF designs. It shows two 8-wide LBLs merged into a 2-input static

NAND gate to form a 16-wide bitline. The second design is shown in Figure 4.19 and it

represents a 16-wide RBB based (shared well) LBL with n-MOS transistors for precharge

current minimization.
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Figure 4.17: Cross-section for RBB and non-RBB n-MOS transistors

Figure 4.18: LBL organization without RBB or precharge control

The layout comparisons show that the RBB based bitline requires about 20% more

area than the normal design. Most of the additional area requirement is due to the n-well

with less than 1% area required for the n-MOS precharge transistors. The overhead is

expected to be less for a larger RF since a signi�cant portion of the area is occupied by

the read-write decoders, multi-port design and input-output latches. On the other hand,
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the area penalty for the 16-wide RF bitline design using longer channel length is less than

1%.

Figure 4.19: 16-wide LBL with RBB and precharge control

4.7 Summary

In this chapter we considered several leakage control and circuit techniques for designing

robust, low power, wide-OR domino based RFs. We demonstrated that in addition to

energy and delay comparisons, both AC and DC robustness need to be considered for

sub-130nm RFs. Our results show that the dual-VTH technique is suitable for the 90nm

technology and has acceptable energy-delay characteristics. However, additional circuit

techniques along with all high-VTH pulldowns will be required for 65nm RF designs. Con-

ditional keeper schemes may not provide adequate AC noise margins and can lead to higher

switching energy, while FBB techniques may result in higher total power. Selective usage

of longer channel length transistors (10nm-20nm longer) or RBB (200mV) based bitline

designs can be used to design low power 65nm RFs. Our results show that the RBB based

bitline has better performance but higher overall area and implementation overheads. We

also integrated clocked n-MOS transistors with the RF bitline to minimize short-circuit
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current during precharge. These techniques help us design RFs with wider LBLs and lower

total energy by up to 40%. It is expected that such techniques will enable the designing

of scalable LBL, GBL and MUX-es for RFs and ALU front ends. In the next chapter we

present an on-chip DFT scheme that can detect delay faults and demonstrate how it can

be integrated with high performance datapath units.



Chapter 5

Delay Fault Testability and

Diagnostics for High Performance

Datapaths

Modern microprocessors operate at clock frequencies more than 3GHz and have close to 100

million transistors on die. Digital IC performance has tracked Moore's Law and improved

by 30% annually. However, the performance of the automatic test equipments (ATE) has

improved by only 12% per year. In the 1980s, ATEs typically o�ered performance headroom

of 5x or more over the device under test (DUTs). However, this advantage has now almost

disappeared, and as the current trends continue, tester-timing errors are approaching the

cycle time of the fastest devices [3]. As a result, at-speed testing is becoming more di�cult.

Thus, tester inaccuracy along with scaled geometry, and higher device speed, is expected

to compromise IC yield and quality. Moreover, the higher number of DUT pins, demand

109
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for higher ATE accuracy, and larger vector memories are expected to increase the cost of

the state-of-the-art ATEs.

In order to maintain improved DUT performance and achieve higher levels of integra-

tion, supply voltage (VDD), transistor threshold (VTH) and oxide thickness (Tox) are being

scaled. This is resulting in a 3x-5x increase in the transistor IOFF=�m and IC background

leakage every technology generation. Consequently, the total and peak current (power)

demand of the circuit under test (CUT) is expected to increase. This is eroding the ef-

fectiveness of traditional test techniques such as IDDQ and stress testing (burn-in) [6],

[18], [47]. As a result, parametric defects that cause timing-only failures as opposed to

catastrophic logic failures are becoming more common in deep sub-micron (DSM) tech-

nologies [28], [48]. Such defects are di�cult to detect and therefore result in increasing

numbers of test escapes. This trend is posing a serious problem to the long-term reliability

of future generation digital ICs.

In this chapter, we present a design for testability (DFT) technique that is geared to-

wards the detection of such hard-to-detect defects in high performance digital ICs. Further

more, we explore the possibility of using relatively low TEST mode clock frequency to de-

tect such defects. This is expected to reduce the overall test cost, while improving the

long-term reliability of high end digital ICs.

5.1 High Performance Circuit Testing: Background

VLSI defects are physical deformations caused by missing or extra material and manifest

themselves in the form of shorts or opens. Depending on their impact, defects are typically
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classi�ed as:

� Global defects, and

� Local defects.

Global defects generally a�ect large areas on-die or even entire wafers and are normally

easier to detect. On the other hand, local defects generally impact a smaller area on die.

However, such defects are di�cult to detect, and often require rigorous test practices for

proper screening. Techniques used to detect IC defects can be broadly categorized as:

� Indirect (correlation based) methods, and

� Direct test methods.

An example of an indirect test technique is presented in [49], where IDDQ test results are

correlated with the maximum operating frequency of a 32-bit microprocessor. The fact that

shorter channel lengths lead to higher operating frequency and quiescent leakage current

forms the basis of this technique. Another methodology, proposed in [50], is based on the

Very Low Voltage Test (VLV) technique where ICs are performance tested at reduced VDD.

It was observed that delay faults were more noticeable at a lower VDD and hence easier

to detect. However, the VLV technique a�ects only the transistor delay, while leaving

the interconnect delay largely unchanged. In modern microprocessors, interconnects are

responsible for an increasingly larger segment of the total delay. Hence, this method's

suitability in DSM technologies is being eroded.

There has been an increased focus on direct test techniques which rely on:
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� ATEs with improved capabilities/higher frequencies, and

� DFT and BIST (Built-In Self Test) for improved CUT testability.

Some of these methods [51], [52] are based on the incorporation of additional DFT

structures and the creation of a low frequency TEST mode. The basic idea is to include

an externally controlled, quanti�able delay to enable slow-speed testing. Such techniques

are especially suited for combinational circuits bounded by 
ip-
ops. However, these tech-

niques can detect delay faults above a certain minimum value and require the routing of

externally available, timing critical clock signals in the TEST mode. In addition, it is dif-

�cult to build-in diagnostics to locate a subset of logic gates causing the timing anomalies

in large and complex CUTs.

In this chapter, we present a DFT technique that can detect delay faults with �ner

resolution and allows for the lowering of the TEST mode clock frequency. The work

presented here demonstrates the applicability of this DFT technique for a 32-bit full custom

ALU design. This is achieved without using any additional external timing critical signals

(or pins) while maintaining the NORMAL mode energy-delay penalties within acceptable

limits.

5.2 Circuit Strategy for DSM Digital Testing

Logic circuits implemented using the dynamic CMOS style o�er higher performance over

their static counterparts. Therefore, the performance critical microprocessor functional

unit blocks (FUB) such as arithmetic logic units (ALU), and register �les (RF), are of-
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ten implemented using dynamic circuits. Some of these design details have already been

discussed in Chapter 3. Such logic blocks normally have tight timing budgets and are

therefore more prone to timing-only failures. In addition, the microprocessor operating

frequency is closely tied to the performance of such FUBs and may be adversely a�ected

by the presence of delay faults in such FUBs. Therefore, in this work we present a DFT

strategy geared towards the detection of delay faults in performance critical FUBs that are

designed using dynamic logic.

5.2.1 DFT for Delay Testing in CDL gates

Circuit designers have devised many di�erent logic styles within the domino family in

order to maintain high performance while ensuring scalability. In this research we focus on

the testability of designs that use compound domino logic style (CDL) since it is used in

the design of full-custom digital datapath designs [15], [36], [53]. CDL gates incorporate

alternate stages of n-MOS domino and static CMOS logic gates thereby ensuring both

improved performance and robustness. In particular, this logic style is used in the design

of high performance MPU adders, ALUs, and register �les. Figure 5.1 shows a chain of 7

CDL gates and is representative of the critical path of a 32-bit ALU. In addition, it also

shows the proposed DFT structures [54], [55], [56], required to detect delay faults in such

a circuit arrangement.

This circuit has 2 modes of operation:

� NORMAL, and

� TEST.
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In the NORMAL mode of operation, the mode control signal T/N is set to logic 0. It

is clear from Table 5.1 that this causes both the signals CTRL1 and CTRL2 to be treated

as don't cares. During NORMAL mode operation, the 3 output signals of the DFT logic

shown in Figure 5.1 are set to VDD. As a result, the n-MOS footer transistors (N3, N5,

N7) are always ON and allow the circuit to evaluate depending on the vectors applied at

the primary logic inputs (A1 � AM).

DYN STA DYN STA DYN DYN

A1

AM

B1

BN

1 2 3 4 5 7

Clk Clk Clk

Clk

d1 d2

N1 N3 N5

P Q

P1 P3 P5

STA

6

Clk
P7

N7

DFT logic for delayed inverted
TEST_CLK signalsCTRL1

CTRL2

R

d3

T/N

Figure 5.1: CDL gates with DFT for delay testing

In the TEST mode, we create an \evaluation window" for the circuit under test (CUT).

This is achieved by applying the system clock signal (CLK) to the �rst stage of input logic

gates and a delayed-inverted clock (TESTCLK) signal to subsequent logic stages. The
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\window" duration is equal to the delay between the CLK and TESTCLK signals. We

build a safety margin into this \evaluation window" to account for delay variations caused

by process, temperature and voltage 
uctuations during testing in order to prevent the

rejection of any good parts. The safety margin (�60ps in 180nm) is a design parameter,

and in this design, it was set to one inverter delay (F.O.=3).

Table 5.1: Truth table for DFT logic and mode selection

T/N CTRL1 CTRL2 Comment

0 x x NORMAL mode

1 0 0 TEST Section 1 (delay = d1)

1 0 1 TEST Section 2 (delay = d2)

1 1 0 TEST Section 3 (delay = d3)

1 1 1 Reserved (low power stress testing)

For the case when the CUT is devoid of delay faults, the intermediate nodes (P, Q,

R in Figure 5.1) can evaluate in the available \window". However, when a delay fault is

present, circuit evaluation is delayed and signals get pushed out. In case the delay fault is

excessive, the CUT fails to evaluate in the available evaluation time. Such a failure can then

be detected at the primary outputs (B1�BN) as a logic failure. Thus, our DFT technique

helps convert delay faults internal to the combinational logic block into readily detectable

stuck-at faults observable at the primary outputs. In addition, by setting the CTRL1 and

CTRL2 signals appropriately (Table 5.1), it is possible to route the TESTCLK signal to

the selected n-MOS footer transistors (N3, N5, N7). This allows us to test a sub-section
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of the CUT for delay faults using tight evaluation timing while the others are subjected

to a more relaxed window. This allows us to trace a logic failure at the CUT primary

outputs back to a set of internal gates and helps in creating built-in delay diagnostics.

Another advantage of this DFT technique is the possibility of lowering the TEST mode

clock frequency. The evaluation window used to detect delay faults has two edges:

� Opening edge, and

� Closing edge.

The system clock provides the opening edge, while the closing edge is obtained locally

using the DFT logic. Thus, the detection of delay faults is dependent on the correct phase

relationship between the CLK and TESTCLK signals while being independent of their

absolute signal frequencies. Hence, this DFT technique can enable delay fault testing at

relatively low TEST mode clock frequency using cheaper ATEs. This concept is illustrated

with the help of waveforms shown in Figure 5.2. We show the HSPICE simulations for

180nm CDL gates (with DFT) for a variable delay fault. The extent of the delay fault was

controlled by introducing a variable resistance in series with the evaluation network of the

logic gates. This has the impact of increasing the e�ective RC time constant and CUT

delay [18], [55]. We use a TEST mode clock frequency that is 5x lower than the NORMAL

mode of operation. It is clear that when DFT footer transistors are used, the CUT fails

when the defect resistance is more than 1.25KOhms. However, in the absence of DFT, the

same circuit fails to detect defect resistances of up to 3KOhms.
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Figure 5.2: Low frequency delay testing with DFT

5.2.2 Delay Fault Detection Range

Our proposed DFT technique allows us to increase the range of detected defect resistance

compared to a non-DFT circuit. This is crucial in high performance DSM circuits and

FUBs, and can be better understood with the help of Figure 5.3 and Figure 5.4. In

Figure 5.3, we show the location of some of the typical resistive defect in the domino logic

gates (keeper omitted for clarity) under test. In this study, we considered both the cases

when resistive defects were present on the transistor drain (R1) and source terminals (R2).

In addition, we considered defects being present in pulldown paths that comprised single

(R1, R2 in series with A) as well as multiple series (R3 in series with B, C) connected
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n-MOS transistors.

For domino circuits with no DFT structures (N3, N5, N7 removed), the circuit has

the entire duration when CLK=1 to evaluate. For our speci�c circuit example shown in

Figure 5.4, this duration is about 200ps. As the defect resistance (R1) is increased, the

CUT evaluation time gets pushed out and fails completely above a value of 3KOhms.

However, when DFT is used, the circuit has a smaller evaluation window. Consequently,

the CUT fails when the defect resistance is more than 1.25KOhms. However, it should

be noted, that even with DFT, a certain range of defects (up to 1.25KOhms) still goes

undetected. This is because the delay impact of such defects is within the safety margin,

and an attempt to detect delay faults with �ner resolutions can result in rejection of good

parts and yield loss. It should also be noted that the defects in the high resistance range

can however (above 3KOhms in this case) always be detected in our example.

Our results demonstrate that the CUT with DFT can consistently detect a larger range

of defect resistance. This is clear from the simulation results for the resistances R1, R2,

and R3 as shown in Table 5.2. We considered only one defect being present in the circuit at

a given time and observed the defect resistance required for which the CUT begins to fail

with and without DFT. Our results show that the extra range of resistance detected for R1,

R2 and R3 using the DFT scheme are equal to 1.25K-3K, 3.13K-5K and 2.5K-3.1KOhms,

respectively. It should be noted that the absolute values of detected defect resistances

depend on the actual design, transistor width and ON-state resistance. However, the DFT

scheme allows us to screen a larger range of DFT defects during testing.
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Figure 5.3: Resistive defects: typical location in CUT

5.3 Design Overview of DFT Based 32-bit ALU

In this section, we discuss the design of a delay fault testable, 32-bit high performance

ALU. This is achieved by integrating our DFT technique with the low power ALU design

discussed in Chapter 3. This design has two modes of operation, NORMAL and TEST. In
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Table 5.2: Defect resistance detection for 180nm technology

With DFT min. 
 No DFT min. 
 Extra Range

R1 1.25K 3K 1.25K-3K

R2 3.13K 5K 3.13K-5K

R3 2.5K 3.1K 2.5K-3.1K

the NORMAL mode, the ALU performs arithmetic, logical and shift operations and can

also support a low-power mode of operation using a dual-supply scheme. The ALU con-

sists of approximately 11.5K transistors and operates at 1.5GHz for the 180nm technology.

The ALU performance scales to 4.2GHz under worst-case conditions for the 65nm CMOS
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technology. The ALU block diagram along with the on-chip DFT circuitry is shown in

Figure 5.5 and its basic architecture is similar to that presented in [24], [36]. The block

diagram indicates that the ALU comprises several sub-units. The input data stage com-

prise of master-slave static 
ip-
ops and data drivers for the A[31:0] and B[31:0] buses.

The decoder unit determines the actual instruction that is executed by the ALU (arith-

metic, logical, or shift). Both the decoder and logic/shift units are non-critical in terms

of performance and have relaxed timings. Therefore, the decoder is realized using static

CMOS logic, while the logic unit and shifter are implemented using complementary pass

transistor logic (CPL) to achieve low power operation. The ALU critical path comprises of

the arithmetic unit (adder front-end MUX + 32-bit adder), output MUX-es, and output

stage latches. In this design, these units were designed using CDL logic.

In the TEST mode of operation, the DFT logic can be used to perform delay testing

on the performance critical units of the ALU. It should be borne in mind that the pro-

posed DFT technique can be integrated with FUBs designed using dynamic logic and is

independent of the ALU or its architecture. In this research, we used the ALU as a vehicle

to demonstrate the e�ectiveness of our proposed test technique in detecting delay faults.

The ALU on one hand is performance critical, while on the other, involves a reasonable

degree of design complexity and a mix of di�erent circuit design styles. This allows us to

quantify the various energy-delay tradeo�s and scaling trends associated with our proposed

technique.

The DFT logic unit shown in Figure 5.5 is implemented using static CMOS logic and

C2MOS MUX-es. When the input instruction to the ALU indicates that it is in the TEST
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Figure 5.5: 32-bit delay fault testable ALU architecture

mode, the T/N signal is set to logic 1. As a result, the NORMAL mode control signals

to the ALU are deactivated (logic 0). The decoder is designed such that it allows the

arithmetic unit to operate during the TEST mode. In addition, it is possible to select the

particular CDL stages within the ALU to be subjected to delay testing. This is indicated

by the broken lines in Figure 5.5, from the output of the DFT logic to the arithmetic unit

and the ALU output MUX-es.
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5.3.1 Delay Testing Logic: Implementation

This section discusses the design details of the DFT logic unit that allows us to generate

delayed-inverted TESTCLK signals for ALU delay fault testing. The primary design

objectives for the DFT logic are as follows:

� TESTCLK signals should be generated on-chip and locally to the actual CUT logic

to be tested,

� Eliminate the need for additional timing critical input signals to be supplied by the

ATE,

� Minimize any additional clock load due to the DFT logic in NORMAL mode of ALU

operation, and

� Minimize the transistor count, additional input pins and design complexity of the

DFT logic.

The above considerations allow us to reduce the design overhead and make it easier

to integrate the scheme with the overall logic design 
ow. Furthermore, it minimizes the

additional clock load, and reduces the NORMAL mode switching energy penalty and clock

skew. We explain the operation of the DFT scheme with the help of Figure 5.6. The DFT

logic comprises two levels of MUX-es and a delay chain implemented using static CMOS

inverters. The input stage MUX-es are connected to system signals, namely CLK, CLKB

and the supply VDD. The output MUX stage provides the gate control for the n-MOS

footer transistors (N3, N5, N7) of the ALU. The transistors of the MUX and inverter chain
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were sized appropriately in order to obtain the required evaluation window for each ALU

section. It should be noted that there are several stages of inversion (act as gain-stages)

between the input and output stages of MUX-es. This allows us to use minimum or close

to minimum sized transistors for the input MUX stage and reduce the additional load on

CLK and CLKB signals.

We used an odd number stages of inverters between the input and output MUX stages in

order to obtain TESTCLK signals that are inverted with respect to the input CLK, CLKB

signals. It should be noted that we share a portion of the inverter delay chain between the

TESTCLK1 and TESTCLK2 signals. This principle can be applied e�ectively in more

complex designs to save transistor count and DFT logic area. The DFT MUX-es were

implemented using C2MOS stages as opposed to transmission gate logic. This achieves

better drive capability and sharp rise and fall time for the TESTCLK signals.

It should be noted that the ALU logic operates on both the clock phases (CLK and

CLKB). The input stages of the adder (PG unit) and the Carry Merge Tree evaluate when

CLK = 1, while the ALU output MUX stage and output drivers evaluate using the negative

phase when CLK = 0. Therefore, the DFT logic shown in Figure 5.6 generates 2 of the

TESTCLK signals (TESTCLK1, TESTCLK2) that are delayed-inverted with respect

to the system clock (CLK) while the TESTCLK3 signal for the �nal stage was derived

from CLKB. For the DFT unit design, we also ensure that the number of logic inversions

on the delay chain equals that of the corresponding CUT section being tested. This helps

us to match the delays of the DFT unit and CUT logic stages being tested. For our 180nm

ALU design example, the TESTCLK1 and TESTCLK2 signals were delayed by 230ps,
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and 390ps with respect to CLK, respectively. TESTCLK3 was delayed by 170ps with

respect to CLKB. It should be noted that these delays also include the �60ps built-in

safety margins.

In the NORMAL mode, the entire DFT logic is disconnected from the CLK grid via

the input MUX that connects both node A and B (Figure 5.6) to VDD. As a result, all

the internal nodes of the DFT unit are actively connected to either VDD or ground. This

eliminates the possibility of any intermediate node potentials within the DFT logic and

excessive leakage currents during NORMAL operation. Furthermore, the output MUX-es

connect the TESTCLK signals to VDD thereby allowing NORMAL mode ALU operation.

In this study, we considered two alternative circuit level implementations for generating

delayed-inverted TESTCLK signals. These schemes are shown in Figure 5.7. Scheme 1

uses a chain of inverters followed by static CMOS NAND gate. In the TEST mode, the

control signal from the decoder is set to logic 1, and the delayed clock signal turns the

n-MOS footer transistor OFF after a predetermined duration. This scheme is di�erent

from that shown in Figure 5.6, in that it is not a MUX based design. As a result, it does

not decouple the delay chain from the input clock signal in the NORMAL mode. This can

result in additional clock skew and switching energy consumption.

Scheme 2 is based on the concept of current-starved inverters. The additional footer

transistors on the inverters of the delay-chain are connected to VDD in the NORMAL mode

and are fully ON. However, in the TEST mode, the gate voltage can be connected to an

intermediate analog voltage (between VDD and 0V) through an external input pin. The

input voltage (Vbias) allows us to control the gate-source overdrive voltage and control the
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Figure 5.6: DFT logic for a delay fault testable ALU

CUT evaluation window. We show the impact of Vbias control voltage on the delay chain

in Figure 5.8. Our results indicate that as the Vbias voltage is reduced, the control chain's

delay increases and the signal rise/fall times (signal slopes) start to degrade. When the

Vbias voltage is in the range between VDD ! (VDD-2VTH), the delay increases in small steps.

Thus, this range of Vbias can be used to �ne-tune the CUT evaluation window. However,

when the Vbiasvoltage is further lowered (less than 0:5VDD for our 180nm technology), the
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delay changes in much larger steps. When the Vbias voltage is in this range, the DFT logic

output has degraded rise and fall times.
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Figure 5.7: Alternate schemes for TEST mode clock generation



Delay Fault Testability and Diagnostics for High Performance Datapaths 128

150

250

350

450

550

0.5 0.7 0.9 1.1 1.3 1.5 1.7 1.9
Vbias voltage (V)

D
el

ay
 c

ha
in

, R
is

e/
Fa

ll 
tim

es
 (p

s)

Delay chain characteristics

Delay chain signal slope

Zone of fine delay control

Zone of coarse
 delay control
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Typically, the internal signals of high performance CUTs have sharp rise and fall signal

slopes. Thus, it is not a good design practice to directly interface the DFT logic output

signals (having degraded slopes) with the CUT. This can be mitigated, by allowing the

degraded signal(s) to pass through a static CMOS inverter(s) that improves the �nal signal

slope before interfacing with the CUT's footer transistors as shown in Figure 5.8 (inverter A

in Scheme 2, Figure 5.7). This scheme can be used in designs that require more 
exibility

in the delay margins generated by the DFT logic. However, this design requires access

to a controllable external analog voltage, an additional input pin and a precise mapping

between the input signal voltage and DFT logic delay. Schemes 1 and 2 might be useful

in certain applications but for our speci�c ALU design, we used the scheme enumerated in

Figure 5.6.
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5.3.2 Delay Testable ALU: Energy-Delay Tradeo�s

In this section, we present the simulation results showing the ALU performance and its scal-

ing trends. We also discuss the energy-delay tradeo�s associated with the DFT technique.

Our goal was to devise a DFT strategy for the high performance CUT, while minimizing

the NORMAL mode delay and energy penalties. Figure 5.9 plots the worst-case delay of

both the 32-bit adder and ALU, for the 180nm-65nm CMOS technologies. We plot results

for both designs with and without DFT. This allows us to quantify the performance impact

of the DFT technique on the NORMAL mode operation.
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Figure 5.9: DFT technique: delay impact, scaling trends

The data points in Figure 5.9 for the 180nm technology correspond to a bulk CMOS
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TSMC process while the 130nm-65nm results were obtained using the Berkeley Predictive

Technology Models. Our results indicate that for both the adder and ALU, the DFT tech-

nique results in delay degradation. This is due to the additional n-MOS footer transistors

(N3, N5, N7) inserted in the pulldown paths that increase the stack height and e�ective

ON-state resistance of the evaluation path. However, the delay penalty can be maintained

within acceptable limits by observing the following:

� The footer transistors are added to the dynamic logic gates only, with the alternate

static gates left unchanged,

� In the NORMAL mode, these transistors are connected to VDD and are always ON,

and

� Since the DFT transistors do not switch in the NORMAL mode, they can be upsized

to minimize delay degradation without signi�cantly increasing switching power.

Our results indicate that the DFT technique results in NORMAL mode delay degrada-

tion in the range of 2.7%-4.2% for the adder, and 1.8%-4.4% for the ALU for the 180nm-

65nm technologies. In addition, the increase in the NORMAL mode switching energy is

limited to less than 1% for the above technologies.

5.4 ALU TEST Mode Operation

This section deals with the TEST mode operation of the ALU and delay fault detection.

In this study, we focused on delay defects existing in the performance critical arithmetic
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unit and ALU output MUX-es that have tight timing budgets and are hence prone to

parametric, timing-only failures. The other units such as the logic-shift unit and the

decoder unit have signi�cantly larger timing margins and hence any timing anomaly in

them would be absorbed in the existing slack (unless they are catastrophic failures, which

is not our focus).
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Figure 5.10: TEST mode clock signals for ALU during delay testing

We adopted a stage-to-stage delay testing strategy, where only a speci�c ALU stage

was under TEST at a given time. This section had a tight evaluation window, while the

rest of the ALU had relaxed timing. We carried out the delay testing at a TESTCLK

frequency 5x lower than NORMAL mode of operation. We show the TESTCLK signals
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in Figure 5.10 that were generated by the DFT logic for di�erent CTRL1 and CTRL2

settings (Table 5.1). When the ALU is in the TEST mode, and both CTRL1 and CTRL

2 signals are equal to logic 0, section 1 is under TEST, and the N3 footer transistor is

clocked with TESTCLK1 signal. This allows us to test the PG unit (propagate-generate)

and the �rst stages of the Carry Merge Tree of the 32-bit adder unit. When TESTCLK2

is used to control the N5 footer transistor, the rest of the Carry Merge Tree is under test.

Finally, when (TESTCLK3) is active, the adder output stage and ALU MUX-es are under

test.

We now focus our attention on inserting resistive defects in the ALU and use our DFT

test strategy to detect them. We introduced one delay defect at a time in the adder during

the course of this study and the possibility of multiple defects being present simultaneously

was not explored. The delay defects were introduced in the static gate p-MOS pullup

network, and dynamic logic gate pulldown circuitry. The CDL logic precharge operation is

non-critical (happens in parallel) and typically has more timing margin than the domino

evaluation phase. As a result, parametric timing anomalies in the precharge network are

not of concern in this study.

In order to conduct a representative study of the e�ectiveness of our DFT methodology,

we introduced 11 unique delay faults in the 32-bit ALU. Table 5.3 shows the locations and

nature of the defects and indicates that they were distributed evenly among the di�erent

logic stages. These resistive defects were introduced in the form of parametric resistances

in series with the evaluation transistors. Normally for such defects, the delay impact is

proportional to their resistance and they can be used to represent resistive metal lines, S-D
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bridging defects, resistive vias and/or contacts.

It is clear from the results that the proposed DFT technique can detect a larger range

of defect resistance compared to the non-DFT ALU. The resistances shown in Table 5.3

also map to equivalent circuit delay degradations. Our results indicate that the DFT

ALU can detect faults of magnitude greater than the built-in safety margin (�60ps for

180nm technology). For example, in the case fault 1 (F1 in table 5.3), the non-DFT

design can detect resistive defects of magnitude greater than 3KOhms. This corresponds

to approximately a delay fault of 330ps. However, with the built-in DFT scheme it is

possible to detect defects of magnitude greater than 1.5KOhms. This corresponds to delay

faults equal to the safety margin of 60ps. However, delay faults of smaller resolution go

undetected. It should be noted that for the DFT design, it was possible to lower the TEST

mode clock frequency to 200MHz, without compromising the fault detection range.

The results in Table 5.3 indicate that, for the non-DFT design, a larger range of defect

resistance can go undetected. This range is determined by the timing margin between the

CUT logic gate with the defect, and the CLK edge as shown in Figure 5.11. In this design,

the CDL stages 1-3 evaluate before stages 4-6. As a result, they have more delay margin

(Margin 1-3) and larger delay faults (resistance range) can go undetected. However, stages

4-6 evaluate closer to the closing edge of the evaluation phase (CLK 1! 0 edge) and have

a smaller timing margin (Margin 4-6). Thus, the deeper the logic level, the smaller is the

timing margin (slack) for the non-DFT design. Consequently, for such gates, the detected

resistance range is closer to that of the DFT design. In fact, the faults F7, F8 are in

logic stages 5 and 6 that are closest to the CLK 1 ! 0 edge resulting in the same defect
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Figure 5.11: Timing diagram showing ALU delay margins

detection range as the DFT design. It should be noted that the ALU evaluates on both

clock phases with the logic stages 1-6 evaluating when CLK =1, while stages 7-8 evaluate

when CLK=0. This explains the trend in Table 5.3, where the additional range of detected

resistance (delay fault) steadily decreases from stages 1-6 and again picks up for stages 7-8.

5.4.1 DFT Implementation Issues

Our proposed DFT technique has certain overheads associated with its design and imple-

mentation. This scheme requires the designing of a dedicated DFT unit to be activated
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Table 5.3: Defect detection range for ALU DFT vs. non-DFT

Fault No. DFT (min. detected 
)/delay fault Non-DFT (min. detected 
)/delay fault

F1 1.5K (60ps) 3K(330ps)

F2 1.5K (60ps) 3K(330ps)

F3 1.5K (60ps) 3.5K (330ps)

F4 1K (60ps) 2.5K (330ps)

F5 1K (55ps) 1.5K (160ps)

F6 1K (55ps) 2K (160ps)

F7 0.5K (55ps) 0.5K (60ps)

F8 0.5K (55ps) 0.5K (60ps)

F9 1.5K (60ps) 3K (350ps)

F10 2K (60ps) 3.5K (350ps)

F11 3.5K (60ps) 6K (420ps)

during the TEST mode. The layout of the DFT based 180nm, 32-bit ALU has an overall

area of 800�m x 600�m. The DFT unit results in a 1.3% increase in the ALU transistor

count with an area of 200�m x 150�m. This results in an area penalty of 4%. Our tech-

nique is geared towards performance critical datapath FUBs that are typically full-custom,

hand crafted designs. It is therefore expected that the integration of this DFT technique

with the logic design 
ow would not contribute signi�cantly to additional turnaround time

during layout. In addition, the proposed stage-to-stage testing methodology may result in

longer test time or require additional test pattern generation. However, this is an issue
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that remains the topic of future research and has not been addressed in this current study.

Finally, we adopted a DFT unit design that results in the creation of a �xed, hard-coded

evaluation window for the CUT. However, as has been mentioned in this work, it is possible

to design for a delay margin with more 
exibility at the expense of extra hardware.

5.5 Summary

In this chapter, we presented a DFT technique that can detect delay faults in a high

performance 32-bit ALU design. We integrated this technique with the logic design 
ow and

were able to detect a larger range of delay faults (�60ps for 180nm technology) compared

to the non-DFT design at a 5x lower test frequency. The delay (energy) penalty associated

with this technique was shown to be between 2%-4% (1%) for the 180nm-65nm CMOS

technologies. Further more, we demonstrated how this method can be used to convert delay

faults into easy to detect stuck-at logic failures and build-in delay diagnostics using the

stage-to-stage testing strategy. We also quanti�ed the area and transistor count overhead

of our scheme to be �4% and 1.3%, respectively, for the DUT under consideration. It is

expected that this technique will help in improving delay fault detection and ensuring long

term reliability of high-end digital ICs.



Chapter 6

Conclusion

In this thesis we �rst discussed some of the important challenges of deep submicron VLSI

design. Our focus was the design and testability of high performance digital datapaths and

logic units. Based on the ITRS projections presented in Chapter 1, we considered three

major areas in this research. These include low power datapath operation, improved noise

margins for logic circuits and delay testability of high performance designs. We now brie
y

summarize the main �ndings of our work and outline some of the possible future work in

these area.

6.1 Low Power ALU Design

It is well known that as the technology is scaled leakage power is becoming a major problem

leading to higher power dissipation and power density. This in turn can lead to power

delivery problems, local thermal hot spots and degrade long-term reliability. In recent
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years several di�erent leakage control and design techniques have been advanced that can

reduce the overall power consumption of performance critical microprocessor functional

units. In this work we used a 32-bit high performance ALU design and used a dual

supply design strategy along with a swing-restored CPL circuit technique to reduce power

consumption. We �rst partitioned the design into critical and non-critical units and used a

lower power supply clocking scheme for the non-critical blocks only. The datapath for the

entire design was maintained at the higher supply voltage in order to minimize performance

degradation. In addition, a latch (FF) scheme was developed that can interface between

the di�erent power supply domains without consuming additional static power. The logic

and shifter units that are non-critical were designed using swing restored CPL to minimize

the total switched capacitance and reduce the data driver sizes.

Based on these above design modi�cations we designed a 32-bit ALU using a 180nm, 6

metal layer TSMC process and studied the scaling trends up to the 65nm CMOS technol-

ogy with the help of BPTM models. We quanti�ed the impact of the design strategies on

important design parameters such as total energy, delay, leakage power, peak and average

current. The worst case performance of the ALU was 1.5GHz for the 180nm generation

and scalable to 4.2GHz for the 65nm technology. It should be noted that the dual supply

operation of the ALU can support this operating frequency without performance degrada-

tion due to the partitioning and dual supply assignment strategy adopted in this design.

Our results show that the ALU total energy was reduced by 18%-24% for the 180nm-65nm

technologies using our design strategy. In addition, the leakage power was reduced by

22%-32% when a 30% lower power supply voltage was used. The peak current that is
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responsible for IR voltage drop and performance degradation during switching transients

was also reduced by 12%-21%.

6.2 Robust Domino Designs for Datapath Circuits

The transistor o�-state current is increasing by 3x-5x every generation due to threshold

voltage scaling. This is not only increasing the IC total power but also has an adverse

impact on the noise margin of digital logic. In particular, the wide-OR domino logic

gates that are used as high performance MUX-es in the ALU front ends and read paths

(LBL, GBL) of register �les are most susceptible to leakage induced logic upset. Some of

the basic means to improve their noise margin is to increase the domino keeper strength.

However, this results in unacceptable delay and contention energy penalties. Therefore,

the challenge is to improve the robustness while minimizing the overall delay and switching

energy penalties. In this work we considered several di�erent techniques already presented

in the literature including keeper upsizing, conditional keepers, forward body biased and

pseudo-static techniques. We demonstrated the e�ectiveness of additional leakage control

techniques such as dual VTH dominos, selective channel length modulation and reverse

body bias techniques in reducing transistor level leakage.

Based on our �ndings we designed 8-wide and 16-wide domino bitlines and demon-

strated iso-robustness scaling trends for the 130nm-65nm CMOS technologies. Our results

show that the dual-VTH technique is suitable for the 90nm technology and has acceptable

energy-delay characteristics. However, additional circuit techniques along with all high-

VTH pulldowns will be required for 65nm RF designs. Conditional keeper schemes may
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not provide adequate AC noise margins and can lead to higher switching energy, while

FBB techniques may result in higher total power. Selective usage of longer channel length

transistors (10nm-20nm longer) or the RBB (200mV) based bitline designs can be used to

design low power 65nm RFs. Our results show that RBB based bitline has better perfor-

mance but higher overall area and implementation overhead. We also integrated clocked

n-MOS transistors with the RF bitline to minimize short-circuit current during precharge.

These techniques help us design RFs with wider LBLs and lower total energy by up to

40%.

6.3 DFT Technique for High Performance Datapaths

With scaling not only are power dissipation and transistor leakage major challenges, but

testing of complex ICs is also becoming signi�cantly more di�cult. This is because of

several di�erent factors. For example, as the on-chip clock frequency increases by 30%

annually due to scaling, the tester frequency is improving by about 12%. As a result,

there is an erosion in the performance headroom that current testers have over the circuits

under test. This is causing test escapes and posing challenges to the long term reliability

of high-end parts. In addition, several new failure mechanisms manifest themselves only

during at-speed testing. As ICs become more complex, the number of transistors/pin

is increasing making it more di�cult to access internal logic, generate test patterns and

carry out e�ective diagnostics. Furthermore, more and more defects in modern ICs result

in parametric timing failures that are di�cult to detect and whose characteristics vary over

time and operating conditions.
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In this work we also developed a DFT technique that can detect hard-to-detect delay

faults in high performance digital logic. We integrated this technique with the logic design


ow and were able to detect a larger range of delay faults (�60ps for 180nm technology)

compared to the non-DFT design at a 5x lower test frequency. The delay (energy) penalty

associated with this technique was shown to be between 2%-4% (1%) for the 180nm-65nm

CMOS technologies. Furthermore, we demonstrated how this method can be used to con-

vert delay faults into easy to detect stuck-at logic failures and build-in delay diagnostics

using the stage-to-stage testing strategy. We also quanti�ed the area and transistor count

overhead of our scheme to be � 4% and 1.3%, respectively, for the DUT under consider-

ation. It is expected that this technique will help in improving delay fault detection and

ensuring long term reliability of high end digital ICs.

6.4 Future Work

We now discuss some of the possible areas of possible future work that can be pursued based

on the results presented in this research. Each of the three areas of investigation can be

further investigated and expanded upon. For example, the concepts of low power datapath

design can be extended to special purpose DSP architectures and design of multiplier units.

Additional latch (FF) circuits that can support dual supply clocking with reduced overall

clock load can also be investigated. Our design incorporated a dual supply approach to

minimize IC power consumption. This has been an area of increased research e�ort in

recent years. However, a detailed analysis of whether the additional power supply should

be generated on-chip or o�-chip is required. An on-chip second power supply will require
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a DC-DC converter while an o�-chip source may need additional pin assignments and

package re-design. The e�ciency of on-chip DC-DC converters should also be considered

while determining the overall power (energy) savings of a dual supply scheme. It is expected

that the overall system level power savings will be less than the trends shown here when the

overheads associated with the on-chip regulator are included. Also the impact of low power

datapath operation on on-chip hot spots, power (current) density and overall thermal map

can be of signi�cance and should be studied.

The study of leakage tolerant datapath designs can be extended so that the proposed

schemes can be integrated with a large and more representative register �le or ALU design.

It is believed that the area penalties observed in our work will be much smaller in a more

representative design. This is because the proposed leakage control techniques will be used

only for the wide domino circuits, which constitute a relatively small fraction of the total

design. In addition, the impact of switching transients and coupling with neighboring high

frequency lines should be considered while evaluating the AC noise margin. In our research

we considered the worst case noise margins by assuming that all of the input control lines

may have DC (AC) noise. However, this is a pessimistic approach and results in excessive

design margins. Therefore a more realistic approach should be developed based on the

application, switching probabilities and layout information.

Finally, the DFT scheme for delay fault testability can be further extended to improve

testability of other domino logic based units such as high performance multipliers and

RFs. In addition, the impact of cycle-to-cycle jitter on the evaluation window can be

investigated to quantify its impact on the defect detection range. Another factor that
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merits investigation is the impact of such a scheme on the overall test pattern generation

and test time. Furthermore, the use of the DFT transistors in the normal mode of operation

as sleep transistors to reduce standby mode leakage power can be of interest to both the

design and test communities.
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