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Abstract. This paper presents a design for testability (DFT) technique for testing high-speed circuits with a low-
speed test mode clock. With this technique, the test mode clock frequency can be reduced with virtually no lower
limit. Even with the reduced speed requirement on the automatic test equipment (ATE), our method facilitates the
test of the rated-speed timing and allows performance binning. A CMOS implementation of the DFT hardware with
50 ps timing accuracy is presented. To demonstrate the effectiveness of the technique we designed a 16-bit, 1.4 GHz
pipelined multiplier as a test vehicle. Simulations using a test clock frequency much lower than the rated clock
frequency show that delay faults of sizes as small as 50 ps are detected and that the new test technique provides
correct performance binning.
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1. Introduction

The on-chip clock frequency of high-performance
state-of-the-art VLSI CMOS circuits has surpassed
1.5 GHz. It is expected that the speed of such circuits
will continue to increase for future technology genera-
tions. The 1999 edition of the International Technology
Roadmap for Semiconductors (ITRS) expects that the
on-chip clock frequency will exceed 3 GHz by year
2005 and 13 GHz by year 2014 [1]. With smaller ge-
ometries, higher speeds, and increased interconnects, it
is more likely for small imperfections in the fabrication
process to cause device failure.

According to the ITRS, most of the technology prob-
lems causing yield losses and cost increases are re-
lated to the slower growth in ATE’s capabilities versus
the ever increasing device clock frequency [1]. In the

past, accuracy of ATEs used to be 4–5 times higher
than the state-of-the-art ICs. This is why it was easy
to perform at-speed functional testing. In the last two
decades, however, while the clock frequencies of VLSI
circuits have improved at an average rate of 30% per
year, the tester accuracy has improved only at a rate of
12%. If this trend continues, tester timing accuracy will
soon approach the cycle time of high-performance de-
vices making at-speed test almost impossible. Table 1
shows the ITRS expected trends for yield, off-chip de-
vice speed, and tester accuracy. It is clear from this
data that even long before the tester timing accuracy
reaches the cycle time of the devices, yield loss due
to insufficient accuracy of the tester will become un-
acceptably high. As yield for future technology gener-
ations becomes a major issue, the importance of per-
forming a test capable of ensuring acceptable quality
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Table 1. ITRS Trends in yield, off-chip device speed, and tester accuracy [1].

Year 1999 2001 2003 2005 2008 2011 2014

Yield (%) 87 84 79 73 64 56 50

Off-chip device period (ps) 830 700 580 500 400 340 260

Overall ATE accuracy (ps) 200 160 130 100 100 100 100

levels becomes crucial. In the same context, if future
ATEs are not able to keep up with device speed, not only
the yield but the out-going quality of these devices will
also be greatly affected.

The cost of ATE per pin for high-performance cir-
cuits has remained approximately constant for the past
20 years at around $10–12 K. Recently, this value has
begun to fall below $8K/pin and is expected to con-
tinue to decrease in years to come. Nevertheless, it is
expected that the demand for higher speed, greater ac-
curacy, more time sets, and increased vector memory
will offset most of the gains seen for reducing ATE
cost [1]. According to the ITRS, it may cost more to
test a transistor than it costs to manufacture it by 2014.

Due to the slow advances and the high cost of ATE,
we might not be able to test future high-performance
VLSI circuits. Therefore, it will be essential to de-
sign these circuits with DFT/BIST techniques to re-
duce the reliance on traditional, high-cost, full-feature
testers. The requirements of ATEs designed to work
with DFT/BIST techniques are much simpler than the
traditional testers. In this paper, we propose a DFT
technique for testing high-speed circuits with arbitrar-
ily slow testers. This work is an extension for our work
published earlier [2]. Testing high-speed circuits with
slow testers has several advantages. It provides the ca-
pability of detecting the subtle timing failures with rel-
ative ease resulting in improved quality. Furthermore,
with these techniques the life time of an ATE can span
multiple life cycles of a product. As a result, using
these techniques to test high-speed circuit is expected
to reduce the cost of testing and manufacturing.

The rest of this paper is organized as follows.
Section 2 gives a concise review of the techniques used
for high-performance circuit testing. Section 3 focuses
on the use of controlled-delay flip-flops (CDFFs) to
test high-performance circuits with slow testers. In
Section 4, we illustrate how to generate clocks used
for CDFFs in order to reduce the test mode clock fre-
quency arbitrarily. Section 5 provides design details of
the clock generation circuit. An overview of the 16-bit
pipelined multiplier used as a test vehicle is given in

Section 6. Simulation results for the clock generation
circuit, performance binning for different process cor-
ners, and delay fault detection are given in Section 7.
Section 8 discusses some of the implementation issues
associated with the proposed technique.

2. High-Performance Circuit Testing: A Review

Defects in semiconductor devices can cause them to
fail either functionally or parametrically. A functional
failure occurs when a device performs an incorrect log-
ical operation under nominal operating conditions. On
the other hand, a parametric failure may occur if any
of the electrical parameters such as voltage, current,
capacitance, speed, or gain are out of specifications.
Defects resulting in parametric failures are considered
to be major quality and reliability threats. The impact of
these defects is subtle and often testing techniques such
as burn-in, IDDQ, and performance testing are used to
uncover them. Although, burn-in and IDDQ testing are
effective, their limitations are becoming prominent as
we marsh into the deep-submicron regime [3–5, 15].
The cost and the limited accuracy of high-performance
testers make it difficult and uneconomic to continue
to do performance testing on such very high-speed
devices.

The size of a defect determines whether the defect
affects the logic functionality of a circuit or not. Nor-
mally, smaller defects, which are likely to cause partial
shorts or opens, have a higher probability of occur-
rence. Such defects often cause timing failures without
altering the logic functionality of the circuit. A num-
ber of recent studies show concerns about new failure
mechanisms in scaled geometries that are harder to de-
tect with conventional means. Nigh et al. [6] reported a
significantly large number of timing only failures that
did not affect the steady-state logic functionality. Sim-
ilarly, for Intel’s manufacturing processes, Needham
et al. [7] reported an increasing shift towards soft de-
fects as technology moved from 0.35 to 0.25 µm. These
defects do not always cause failures at all temperature
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and voltage conditions and are considered to be major
long term reliability threats.

Agrawal and Chakraborty [8] classified high-speed
test methods into indirect and direct techniques. Indi-
rect test methods assume that the delays of all gates on
a chip are correlated. This implies that the performance
characteristics of a chip can be predicted by testing only
a small part whose delays are within the capability of
the tester. In direct test methods, the test is applied di-
rectly to the functional logic of the device under test
(DUT). These techniques are generally preferred over
the indirect techniques [9].

There are two approaches to perform direct tests on
VLSI circuits. The first approach employs correlation-
based testing methods not requiring high-speed test
equipment. Keshavarzi et al. [3] reported a strong corre-
lation between IDDQ and the maximum operating fre-
quency of a 32-bit microprocessor. They argued that
the two parameters are fundamentally related, as both
are functions of the channel length. This information
can be used as a means for high performance binning.
Another technique uses the correlation between sup-
ply voltage and device speed. CMOS digital circuits
exhibit an increasingly large switching delay as supply
voltage is reduced. Hao and McCluskey [10] suggested
the use of very-low-voltage testing as a means for test-
ing weak ICs. Supply voltage reduction causes the de-
lay faults to be more noticeable. Hence, these faults can
be detected easily at frequencies much lower than the
operating frequency.

In the second approach, special techniques to en-
hance the capabilities of testers and/or the testability
of the DUT are used. One example of these techniques
is the multiplexing of tester clock pins in order to ex-
tend the clock frequency range of the tester. This is a
standard feature offered in most modern digital testers.
Other techniques include the introduction of special
structures and test signals resulting in lower timing re-
quirements for testers. DFT and BIST techniques fall
under this category.

The creation of a low frequency test mode in
digital circuits was first introduced by Agrawal and
Chakraborty [8]. In their proposal, a quantifiable, ex-
ternally controlled delay is added such that high-
performance testing can be carried out with relatively
slow-speed testers. They used a pulse-triggered flip-
flop in which a dynamic latch is introduced inside a
traditional master-slave flip-flop. The resulting three-
latch structure has two modes of operation; normal
mode and test mode. In normal mode, the intermediate

latch must hold data for most of the clock period while
the other two latches remain transparent. In test mode,
flip-flop delay can be modulated by changing clock’s
pulse width. This allows for testing combinational logic
and interconnects for delay faults with a lower clock
frequency. Although the concept of adding delay in test
mode is elegant, this implementation has some impor-
tant shortcomings as the dynamic latch makes the flip-
flop operation sensitive and timing critical. Shashaani
and Sachdev proposed the controlled delay flip-flop [9]
as an alternative to the pulse-triggered flip-flop. In this
technique an additional test mode clock is used to con-
trol the delay of the flip-flop. The main advantages
of the CDFF over the pulse-triggered flip-flop are the
stable operation and improved performance in normal
mode. Details of the operation of the CDFF in normal
and test modes are given in the following section.

3. CDFF for Testing High-Performance Circuits
at Low Speed

Fig. 1 illustrates a gate level implementation of the
CDFF. The transfer of data from the master latch to
the slave latch is controlled through a control logic and
depends on the relative timing of the clock (CLK) and
the test clock (TCLK). To illustrate the operation of the
CDFF, a simple model of digital VLSI circuits is de-
picted in Fig. 2(a). In this model, a combinational block
is sandwiched between two sequential blocks (regis-
ters, flip-flops, . . . etc.). In normal mode, TCLK is kept
high ensuring normal flip-flop operation (Fig. 2(b)).
Under this condition, the normal mode clock period
(TNM) is given by:

TNM = tprop + tcomb + tsetup (1)

QD

CLK

TCLK

Fig. 1. Controlled delay flip-flop [9].
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Fig. 2. CDFF operation. (a) Circuit model. (b) Normal mode. (c) Test mode.
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where tprop is the propagation delay of the flip-flop,
tcomb is the time window allowed for the combinational
block to evaluate its input, Q1, and produce the input
of the next sequential block, D2, and tsetup is the setup
time of the flip-flop.

In test mode, a tester programmed time offset of the
clock is used to generate TCLK. Consequently, flip-
flop output, Q1, appears after an additional delay equal
to the time offset between the two clocks. This scenario
is illustrated in Fig. 2(c). Under this condition, the test
mode clock period is given by:

TTM = tprop + tcomb + tsetup + toffset (2)

where toffset is the time offset between the clock and the
test clock. The test mode clock period should be large
enough to accommodate all delay terms in Eq. (2). It is
clear from this equation that increasing toffset allows the
circuit to be tested at a frequency lower than the normal
mode frequency. By keeping the time delay between
the rising edges of TCLK and CLK equal to TNM, the
test mode clock frequency can be reduced while the
combinational circuit delays are tested with the same
high performance delay margins. Using this technique,
the test vectors can also be applied at the same speed
as the test mode clock frequency.

4. Using CDFF to Arbitrarily Reduce Test Mode
Clock Frequency

In this section, we present a methodology for gener-
ating the clock and the test clock for a device using
CDFFs in a way that allows the test mode clock fre-
quency to be reduced arbitrarily. This is done through
an on-chip clock generation circuit. When generating
the clock and the test clock for a circuit using CDFF
to improve testability, one has to take into considera-
tion the timing requirements for correct operation. For
the CDFF to function properly, the timing of the clock
and the test clock must be carefully adjusted to accom-
modate both the setup time (tsetup) and the propaga-
tion delay (tprop) of the flip-flop. For the combinational
block, it is necessary to have the flexibility to change
the value of tcomb so as to determine, with reasonable
accuracy, the delay through this block and test the cir-
cuit for delay faults. This is also important to enable us
to do performance binning to know how well does the
circuit meet its timing specifications.

4.1. Reducing Test Mode Clock Frequency

In test mode, reducing clock frequency while maintain-
ing correct timing operation for all parts of the circuit
means that, if the clock frequency becomes very low,
toffset has to be extremely large. As suggested in [9], the
test clock can be generated as a delayed version of the
clock with a delay of toffset. The problem with this ap-
proach is that a slow tester is a low specification device.
It is normally difficult for such a device to provide very
large time offset with state-of-the-art timing accuracy.
As an alternative, H. Speek et al. [11, 16] suggested the
use of two programmable duty-cycle controllers and a
programmable delay line to generate the clock and the
test clock in test mode. Using their design, reducing
the test mode clock frequency to a very small value re-
quires a large delay line to generate the required delay
with appropriate timing resolution.

Careful examination of the timing diagram in
Fig. 2(c) shows that, instead of generating the test clock
by delaying the clock in test mode, the clock can be gen-
erated by delaying and inverting the test clock. Gen-
erating the clock this way makes toffset (which is the
key factor in reducing the test mode clock frequency)
independent on the relative timing of the two clocks
and allows its value to be increased arbitrarily. Increas-
ing toffset while keeping all the other terms in Eq. (2)
unchanged implies a reduction in test mode clock fre-
quency without affecting the time window allowed for
the evaluation of the combinational block. It is clear
that by doing this, the test mode clock frequency can
be reduced with no lower limit.

4.2. Clock and Test Clock Generation

Fig. 3(a) depicts a block diagram of a system for gen-
erating the clock and the test clock. The input clock,
IPCLK, is a rated frequency signal in normal mode and
a low frequency, 50% duty cycle signal in test mode.
A multiplexer (MUX) is used to select the mode of op-
eration through the mode select input (N̄/T ). For nor-
mal mode operation (N̄/T = LOW), IPCLK passes
through the MUX to the CLK driving network while
TCLK is kept high. In test mode (N̄/T = HIGH), two
delay lines are used to generate both CLK and TCLK.
This is illustrated by the timing diagram in Fig. 3(b). A
delay line is used to generate a clock with pulse width
Td1 (CLK1). This clock is selected by the MUX to
be the test clock, TCLK. CLK1 passes through the sec-
ond delay line (with delay Td2), resulting in CLK2. The
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Fig. 3. Generating clock and test clock. (a) Block diagram. (b) Tim-
ing diagram.

MUX selects CLK2 to be CLK in test mode. Fig. 3(b)
also shows the D and Q signals of a CDFF to illustrate
the relationships amongst the various timing param-
eters of the system in Fig. 2(a) on one side and the
delays Td1 and Td2 and the frequency of IPCLK, f , on
the other side . These relationships can be expressed
by the following two equations.

Td1 + Td2 = tprop + tcomb + tsetup (3)

1/ f = Td1 + Td2 + toffset (4)

Assuming fixed f , tprop, and tsetup, these equations sug-
gest that a change in either Td1, Td2, or both, leads
to an equal change in tcomb. This allows the combi-
national block to be tested for delay faults by chang-
ing the time slot allowed for the evaluation of its in-
puts. For constant Td1 and Td2, changing f causes only
toffset to change without affecting the operation of nei-
ther the flip-flop nor the combinational block. In or-
der to ensure correct flip-flop operation with variable

Td1 + Td2, we characterize the CDFF to find the lim-
iting values of Td1 and Td2. For the flip-flop used in
our study, simulations show that when Td2 falls below
122 ps, the flip-flop ceases to function properly. This
is attributed to the fact that Td2 has to be large enough
to allow the propagation of data from the master to
the slave. This value of Td2 is equal to the worst case
propagation delay of the flip-flop. The limiting value
of Td1 is 53 ps which is equal to the setup time of the
flip-flop.

5. Design of Clock Generation Circuit

The main objective of our design is to have the capabil-
ity of testing high speed combinational blocks having
delays as low as 400 ps with a 50 ps timing accuracy.
Moreover, as explained before, we need to provide the
ability to do performance binning in order to know how
well does the DUT meet its timing specifications. To
achieve these objectives, we designed the clock gener-
ation circuit such that it allows tcomb to be varied from
400 ps to 1150 ps. Referring to Eq. (3) and considering
the limiting values of Td1 and Td2 (tsetup and tprop of
the CDFF, respectively), the minimum and maximum
values of Td1 + Td2 are found to be 575 ps and 1325 ps,
respectively. As stated before, Td1, Td2, or both can
be varied to achieve these requirement. It is clear that
keeping one of them constant while varying the other
should save hardware required for programmable delay
lines.

Two factors should be taken into consideration when
choosing the values of Td1 and Td2. Firstly, due to in-
terconnect delays, the propagation of extremely small
pulses might be difficult to achieve. Secondly, it might
be difficult to maintain a very small time delay between
the two clocks due to clock skew across the chip. Our
implementation is designed such that Td1 can be var-
ied from 275 ps to 1025 ps, while Td2 is held constant
at 300 ps. Although a 275 ps pulse width might seem
very small, propagating such a small pulse is within
the capability of state-of-the-art circuits. Building the
TCLK driving network as a replica of the CLK driving
network should help minimize the skew between the
two clocks.

Two delay lines are used to generate CLK1 and
CLK2 (TCLK and CLK in test mode). This is shown
in Fig. 4(a). This circuit is designed in 0.18 µm CMOS
technology. Fig. 4(b) shows the signals at different
points in the circuit when Td1 is equal to 275 ps.
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Fig. 4. (a) Circuit used to generate CLK1 and CLK2. (b) Signals at different points for Td1 = 275 ps.

5.1. Delay Element

Each delay line consists of a chain of delay elements
each having a delay of 50 ps. The design of the de-
lay element is very crucial to ensure accurate delays
regardless of process, temperature, and supply volt-
age variations. The delay element used in our design is
shown in Fig. 5. It consists of two inverters with current
control transistors M1 and M6. Referring to Fig. 4(b),
it can be shown that the delay for only the negative
edge of IPCLK is critical for correct timing of CLK1
and CLK2. Therefore, the delay element is designed
such that the delay is 50 ps for negative going input
only. This makes the sizing of transistors M3 and M4
not critical and these two transistors have close to min-
imum sizes. This is important to minimize the loading
of the previous stage and consequently help reduce the
delay for the negative going edge of the input.

The delay of the delay element is controlled by con-
trolling the currents through transistors M1 and M6.
This is done by two control voltages, Vp and Vn . If
Vp and Vn are set to Vss and Vdd respectively, cur-
rents through M1 and M6 will be maximum result-
ing in minimum delay for the delay element. Alterna-
tively, if Vp and Vn are set to Vdd − Vthp and Vss + Vthn

Input

Vp

Output

Vdd

Vss

Vn

M1

M2

M3

M4

M5

M6

Fig. 5. Schematic diagram of the delay element used for the delay
lines.
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respectively, where Vthp/n is the threshold voltage of the
PMOS/NMOS transistor, currents through M1 and M6
will be small resulting in a large delay. The sizes of M1
and M6 should be large enough to provide currents suf-
ficient to achieve the required delay. Area overhead due
to large control transistors can be reduced considerably
by sharing the current control transistors among mul-
tiple delay elements. In our design, only three PMOS
(for M1) and three NMOS (for M6) transistors are used
for all 32 delay elements used in the delay lines.

Optimum sizing of transistors M2 and M5 is im-
portant to provide sufficient currents without exces-
sively loading the previous stage. For Vn = Vdd and
Vp = Vss, transistor sizes are selected such that the
delay element has a delay of 50 ps under worst case
conditions (slow-NMOS and slow-PMOS transistor
models, T = 100◦C, and Vdd is 10% less than its nom-
inal value).

5.2. Programmable Delay Line

A programmable delay line is used to generate two de-
layed signals, D IPCLK and DD IPCLK, as shown in
Fig. 4(a). The delay line consists of a chain of delay
elements whose outputs are tapped and fed to a dual
16-1 multiplexer. Two of these signals are selected to be
the outputs of the multiplexer. The delay of D IPCLK
(used to generate CLK1) is set to the required value
of Td1, while DD IPCLK (used to generate CLK2) al-
ways has a fixed delay of 300 ps (Td2) with respect to
D IPCLK. This means that the delay chain has to be
designed to have a minimum delay of 275 ps (Td1min )
and a maximum delay of 1325 ps (Td1max + Td2).

Due to the propagation delay of the multiplexer, the
delays of its outputs are larger than those generated
from the delay chain. In order to minimize the impact
it has on the timing of the delay line’s outputs, the
multiplexer is designed to have minimum delays. On
the other hand, the design of the multiplexer’s decoder
is not timing critical. Hence, it is built with minimum
size transistors.

5.3. Buffers, Gates, and Fixed-Delay Delay Line

As shown in Fig. 4(a), IPCLK is buffered to gener-
ate B IPCLK which is NORed with D IPCLK to gen-
erate CLK1. A fixed-delay line is used to generate
DB IPCLK to have a delay of 300 ps (Td2) with respect
to IPCLK. CLK2 is generated by ORing DB IPCLK

and DD IPCLK. In order to balance and minimize their
effect, the OR and NOR gates are designed to have
equal delays as well as small rise and fall times. Proper
sizing of the buffers is important to adjust the mini-
mum delay of the programmable delay line as Td1min is
not a multiple of the delay element’s delay (Td1min is
275 ps while the delay element’s delay is 50 ps). Fur-
thermore, these buffers are crucial to compensate for
the delays through the multiplexer and the inverters (�
in Fig. 4(a)).

6. Test Vehicle: A 16-bit Pipelined Multiplier

In order to verify the benefits of the proposed tech-
nique, a 16-bit pipelined multiplier is designed and uti-
lized as a test vehicle. Parallel multiplication is done
in three steps. In the first step, the two operands are
used to generate partial products whose number de-
pends on the type of encoding algorithm used. The
second step is to add the partial products together in a
summation network which reduces the partial products
to two operands. The product is generated in the final
step by adding the resulting two operands using a carry
propagate adder.

In our design, no encoding is used to generate the
partial products. This results in a number of partial
products equal to the size of the multiplier (16). These
partial products are added in the summation network
using 4-2 compressors as the main component. A 4-2
compressor accepts 4 partial sums and reduces them
to two [12]. In order to reduce the 16 partial products
to 2 operands, this has to be done in three levels of
4-2 compression. A carry-lookahead adder with con-
ditional sum select [13] is used to generate the product
from these two operands.

The multiplier is implemented with five pipelined
stages, as shown in Fig. 6. The first stage is used to
generate the 16 partial products and reduce them to
8 partial sums after the first level of the summation
network. The second and third levels of the summation
network are implemented in the second and third stages
of the pipeline. The final addition is done in the last two
stages.

Pipeline stages are separated by registers to control
the timing of data flow through the multiplier. Timing
analysis of the first and last stage (SN L1 and CLA L2
in Fig. 6) shows that these stages can be tested for
delay faults even if the input and output registers (R0
and R5) are implemented using regular flip-flops rather
than CDFFs. With this arrangement, R0 is clocked
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Fig. 6. Block diagram of the pipelined multiplier used as a test
vehicle.

using CLK in normal mode and TCLK in test mode
while R5 is clocked using CLK in both modes. All
other four registers are built using CDFFs. The timing
diagram in Fig. 7 shows the test mode data flow through
the pipeline for two consecutive test vectors under these
conditions (for simplicity, tsetup and tprop of the flip-flops
are not shown). On positive edges of TCLK, data prop-
agates from the multiplier input through R0 to the input
of SN L1. Moreover, these edges cause data stored in
registers R1, R2, R3, and R4 to propagate to the in-

SN_L1 HOLD SN_L2 SN_L3HOLD HOLD HOLDCLA_L1 CLA_L2Input 2

SN_L1 HOLD SN_L2 SN_L3HOLD HOLD HOLDCLA_L1 CLA_L2Input 1 Product 1

Product 2

Td1+Td2

CLK

TCLK

n+7n+6n+5n+4n+3n+2n+1n

Fig. 7. Data flow through all pipeline stages of the multiplier in test mode.

Table 2. Critical path delays through multiplier stages.

Pipeline stage Critical path delay (ps)

SN L1 715

SN L2 690

SN L3 690

CLA L1 708

CLA L2 645

put of the next stage. Positive edges of CLK cause R1,
R2, R3, and R4 to capture and hold their inputs. Same
edges cause input of register R5 to propagate directly
to multiplier output. Building R0 and R5 using regular
flip-flops reduces the hardware associated with CDFFs
without degrading the benefits of using CDFFs to en-
hance the testability of all pipeline stages.

Performance characterization of the multiplier is car-
ried out in order to find its maximum operating fre-
quency and the critical path through each stage of the
pipeline. These results are shown in Table 2. The de-
lays shown include the propagation delay of the reg-
ister feeding the stage and the setup time of the reg-
ister accepting the output of the stage. As shown in
Table 2, the first stage (SN L1) has the largest delay
and the operating frequency of the multiplier is de-
termined by this stage. This delay is equal to 715 ps
which translates to a maximum operating frequency of
1.4 GHz.

7. Simulation Results

Several simulations are carried out to test our design
and to verify the possibility of reducing test mode clock
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Fig. 8. CLK1 for all possible values of S0–S3.

frequency. Performance binning and delay fault simu-
lations are done on the test vehicle to verify the capabil-
ity of the technique to predict the maximum operating
frequency of the DUT and to detect delay faults at fre-
quencies much lower than the operating frequency.

7.1. Clock Generation Circuit

Fig. 8 shows CLK1 for all possible combinations of
multiplexer inputs. Simulations show that our design
is capable of accurately controlling the value of Td1

to achieve the required design goals. The maximum
deviation in the delays of the programmable delay line
is ±15.8% which is acceptable given the small delay
values. For all values of Td1, simulations show that Td2

is always constant at 298 ps.
Signals from the clock generation circuit are used to

test the CDFF at a wide range of frequencies. These
results are shown in Fig. 9 for Td1 = 275 ps and at fre-
quencies of 100 MHz and 100 kHz. These results show
that any increase in the period of IPCLK is reflected as
an equal increase in the CLK-Q delay of the flip-flop.

This means that reducing the test mode clock frequency
affects only the CLK-Q delay of the CDFF and has no
effect on the time window allowed for the evaluation of
the combinational block. These results show that gen-
erating CLK and TCLK using the proposed technique
allows the test mode clock frequency to be reduced ar-
bitrarily without degrading the testability of the DUT.

7.2. Performance Binning

The proposed technique can be used to do performance
binning of high-speed circuits. A simple algorithm for
this task is shown in Fig. 10. As discussed before, bin-
ning can be done by changing the value of Td1 +Td2. In
this algorithm Td1 + Td2 is varied between a minimum
and a maximum value with step (Td1 + Td2)step. DUTs
are segregated in a number of bins with numbers rang-
ing from imin to imax + 1, where imax is the number of
steps between (Td1 + Td2)min and (Td1 + Td2)max. For a
given DUT, the test is first applied using the maximum
value of Td1 + Td2. If the device fails the test under this
condition, it is placed in bin number imax + 1, which
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Fig. 10. Algorithm for performance binning using the proposed
technique.

indicates that the circuit doesn’t work at the low end
of frequency range covered by the test. Otherwise, the
test is repeated with a smaller value of Td1 + Td2. This
process continues until the DUT fails the test or the
minimum value of Td1 + Td2 is reached. A device pass-
ing the test with minimum value of Td1 + Td2 is placed
in bin imin, which indicates that the DUT works at the
high end of frequency range. The circuit might work at
still higher frequencies. The maximum operating fre-
quency of devices in bin imin can be found through
a clock generation circuit capable of generating even
smaller values of Td1 + Td2. This discussion shows that
the choice of the minimum and maximum values of
Td1 + Td2 is critical. These values determine the range
of operating frequencies which can be covered when
doing performance binning using this technique.

As an example of applying the algorithm in Fig. 10,
performance binning is performed on the pipelined
multiplier using CLK and TCLK from the clock gener-
ation network. Hence, the values of imin and imax are 0

Table 3. Performance binning results for various process models.

Process models Td1 (ps) Td1 + Td2 (ps) Bin #

Typical 425 725 3

Fast NMOS, fast PMOS 275 575 0

Fast NMOS, slow PMOS 425 725 3

Slow NMOS, fast PMOS 425 725 3

Slow NMOS, slow PMOS 625 925 7

and 15 respectively. Simulations are carried out under
fault-free conditions. Performance binning simulations
are first done using typical process models. These sim-
ulations are then repeated for all process corners. As
stated in Section 6, for typical process models, SN L1
has the maximum critical path delay among all stages
of the pipeline. For simplicity, we assume that this re-
mains the case for all process corners. Hence, binning
is carried out using test vectors that activate the critical
path through SN L1.

Performance binning results are given in Table 3.
The value of Td1 given in the table is the minimum
value allowing the multiplier to produce correct out-
put. For typical process models, these results show that
the minimum value of Td1 + Td2 necessary for correct
operation is 725 ps. This value is slightly higher than
the 715 ps given in Table 2. This is attributed to the
finite resolution of the clock generation circuit as it
can only predict the performance to the closest 50 ps.
Table 3 also shows that for fast NMOS and fast PMOS
models, the multiplier functions properly even for the
minimum value of Td1.

7.3. Delay Fault Simulation

Delay fault simulations are carried out using typical
process models. Delay faults are inserted in the test ve-
hicle one at a time using buffers. Using active elements
to generate extra delays ensures the existence of a pre-
determined delay fault without degrading the quality
(rise and fall times) of the delayed signals. Using per-
formance binning results for typical process models
given in Table 3, Td1 is always set to 425 ps. Fig. 11
shows the algorithm used for fault simulation. Delay
faults are inserted in 50 ps increments until a value caus-
ing malfunction of the DUT is reached. Delay faults
are inserted in the critical path as well as one quasi-
critical path in all stages of the pipeline except SN L3.
This is because of the similarity between this stage
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Fig. 11. Algorithm for delay fault simulation.

and SN L2 in terms of their structure and critical path
characteristics.

For every target path, two vectors are used to test
the circuit. The first vector initializes the DUT while
the second vector activates the faulty path of the stage

Table 4. Delay fault simulation results.

Input Product

Path # Pipeline stage Path delay (ps) Delay fault (ps) Vector type A B Fault-free Faulty

1 SN L1 715 50 Init. 0002 FFFF 0001 FFFE 0001 FFFE
Activ. 0000 FFFF 0000 0000 0000 0008

2 SN L1 670 100 Init. 000C FFFF 000B FFF4 000B FFF4
Activ. 0008 FFFF 0007 FFF8 0007 FFF0

3 SN L2 690 50 Init. 0001 FFFF 0000 FFFF 0000 FFFF
Activ. 0000 FFFF 0000 0000 0000 0040

4 SN L2 665 100 Init. 0070 FFFF 006F FF90 006F FF90
Activ. 0040 FFFF 003F FFC0 006F FF80

5 CLA L1 708 50 Init. 0000 FFFF 0000 0000 0000 0000
Activ. FFFF FFFF FFFE 0001 FFFD 0001

6 CLA L1 460 300 Init. FFFF FFFF FFFE 0001 FFFE 0001
Activ. 0000 FFFF 0000 0000 0001 0000

7 CLA L2 645 100 Init. 0000 FFFF 0000 0000 0000 0000
Activ. FFF0 FFFF FFD0 0200 FFC0 0200

8 CLA L2 450 300 Init. FFF0 FFFF FFD0 0200 FFD0 0200
Activ. 0000 FFFF 0000 0000 0010 0000

to be tested. Initialization vectors are chosen such that
they always result in correct output even under faulty
conditions. For correct multiplier operation, activation
vectors should result in correct output with the sixth
rising edge of CLK (refer to Fig. 7). For a faulty circuit,
failure to get the correct output at this edge of CLK
means that we are able to detect the fault. The test
is done at two frequencies; 100 MHz and 100 kHz.
Fig. 12(a) and (b) show examples of test results at these
two frequencies for a 50 ps delay fault in the critical
path of SN L1. These graphs show CLK, TCLK and
P3 for fault-free and faulty SN L1 operation (P3 is the
only bit of the product affected by the delay fault in the
critical path of SN L1). As shown, we are able to detect
the delay fault at both frequencies. Similar results are
obtained for all other stages.

Table 4 shows delay fault simulation results for all
paths tested in our study. The left half of the table gives
the delays of the different paths and the amount of delay
fault that has to be inserted in the target path in order
to cause the DUT to malfunction. The right half of the
table gives the test vectors used for each path as well as
the fault-free and faulty product of the multiplier. As is
apparent from column 3 and 4, the extent of delay fault
that goes undetected is a function of the delay (slack)
in a given path. A path with smaller delay will have
a larger undetectable delay fault. For example, in the
case of path # 6, the path delay is 460 ps. It will take
a delay fault of 300 ps to cause a timing failure. On
the other hand, for path # 1, it will take a delay fault
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Fig. 12. Fault simulation for the critical path of SN L1 (a) f = 100 MHz. (b) f = 100 kHz.
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of only 50 ps to cause the timing failure. In general,
delay fault detection is dependent on the target path
delay. Most of the delay fault testing techniques have
similar limitations. Balancing path delays is the most
commonly used method to alleviate this problem.

8. Discussion and Implementation Issues

Simulations results presented in Section 7 demonstrate
the effectiveness of the proposed technique in detect-
ing delay faults in high performance digital circuits
using a slow speed tester. Delay faults constitute one
of the main sources of problems in high-performance
circuits. Nevertheless, other defect mechanisms/
phenomena also have an impact on circuit operation in
high-frequency. Among these phenomena are crosstalk
and signal integrity loss. In general, crosstalk and sig-
nal integrity loss have a cause and effect relationship.
The critical issue in detecting faults due to crosstalk
is the identification of the aggressor and victim nets.
Once this information is available, the test can be ap-
plied to detect whether there is a fault due to crosstalk.
The extent of crosstalk depends on the transition speed
and the nature of coupling between the nets. Both of
these factors are frequency independent. Since the pro-
posed technique doesn’t change the transition speed, it
is expected that its crosstalk fault coverage should be
similar to that of at-speed tests.

One of the important implementation issues associ-
ated with our design is the number of extra pins to be
added to the chip. Although, the design requires 7 extra
pins for N̄/T , Vn , Vp, and S0–S3, there is a potential
for reducing these pins. The number of pins associated
with the select inputs of the multiplexer can be reduced
by storing the data in a shift register. The need for ex-
ternal control signals (Vn and Vp) can be eliminated
using techniques like that presented in [14], in which a
delay-locked loop (DLL) is used to generate the control
signals.

Another important issue is the area and cost over-
head due to the routing of two clocks and the use of the
CDFF. The area and cost associated with the routing
of the two clocks is governed by several factors, such
as chip size, number of flip flops, clock frequency, and
metal line characteristics. An accurate estimation for
this cost is not feasible in a simulation environment.
It is also worth noting that the test clock is active in
the test mode only. As a result, the test clock has min-
imal impact on the normal mode power consumption.
The reduced test mode clock frequency guarantees low

power consumption in test mode. Replacing normal
flip-flops with CDFFs has some impact on the chip
area, performance, and cost. This impact was studied
in detail and presented in [9]. Although the proposed
technique adds to the cost of the chip in terms of area
and power consumption, this cost can be justified as
the design is expected to reduce the cost of testing and
manufacturing.

9. Conclusion

We have presented a DFT technique for testing high-
speed circuits with little requirements on ATEs. The
technique uses CDFF to control the delay of the DUT
in order to facilitate its testing. This technique allows
such circuits to be tested with arbitrarily low-frequency,
50% duty cycle input clock.

Circuit used to generate CLK and TCLK in test mode
has been presented along with various design and im-
plementation issues. Simulation results show that using
this design, pulse widths as small as 275 ps for TCLK
can be efficiently achieved. The accuracy of the design
is 50 ps which is high enough given the the technology
generation used in our study.

Simulations of the CDFF with clocks from our de-
sign show the validity of this methodology. These sim-
ulations prove that the test mode clock frequency can
be reduced with no lower limit while keeping the time
window allowed for DUT evaluation constant.

We tested the proposed technique with a 16-bit
pipelined multiplier as a test vehicle. Testing results
show that performance binning of the DUT can be car-
ried out using a simple algorithm. Fault simulation re-
sults verify the ability of the technique to detect delay
faults using a clock frequency much lower than the
rated frequency.
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