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AGGRESSIVE TECHNOLOGY SCALING has been the

mainstay of digital CMOS circuit design for the past 30

years. It has resulted in the design of multigigahertz micro-

processors and unprecedented levels of integration.

Modern microprocessors operate at clock frequencies of

more than 3 GHz, and their dies contain close to 100 mil-

lion transistors. Digital IC performance has followed

Moore’s law, improving annually by 30%. However, ATE

performance has improved by only 12% annually. The dis-

crepancy between ATE edge placement accuracy and cir-

cuit under test (CUT) performance1 will make at-speed

logic testing increasingly difficult for future deep-submi-

cron technologies.

As the trend toward improved performance and

greater integration continues, supply voltage (VDD), tran-

sistor threshold voltage (VTH), and oxide thickness (TOX)

scale further. This scaling causes a three- to fourfold

increase in transistor off-state leakage current IOFF per

micron and IC background leakage for every technolo-

gy generation.1 Consequently, the deep-submicron

regime is eroding the effectiveness of current-based

(IDDQ) test techniques and stress testing (burn-in).2,3

In addition, the number of parametric defects that

cause timing-only failures as opposed to catastrophic

failures is increasing.4,5 These difficult-to-detect defects

are causing an increasing number of test escapes. This

poses a serious obstacle to the long-term reliability of

future digital ICs.

These problems have motivated us to investigate

DFT techniques that augment existing

test strategies and detect delay faults.

Here, we present a DFT technique for

high-performance digital circuits that pro-

vides delay fault detection and lowers

test mode clock frequency.

High-performance-circuit testing
VLSI circuit defects are physical deformations caused

by missing or extra material, which manifest themselves

as shorts or opens. Depending on their impact, defects

are typically classified as global or local. Global defects

affect large die areas or even entire wafers and are nor-

mally easier to detect. Local defects affect a smaller die

area but are difficult to detect and often make rigorous

test practices necessary for proper screening.

We broadly categorize techniques for detecting IC

defects as indirect (correlation based) and direct. One

indirect test technique correlates IDDQ test results with

the maximum operating frequency of a 32-bit micro-

processor.6 The basis of this technique is that shorter

channel lengths lead to higher operating frequency and

higher quiescent leakage current. Another approach is

the very low voltage (VLV) test technique, in which ICs

are performance tested at a reduced VDD.5 The basis of

this technique is that delay faults are more noticeable

at a lower VDD and hence are easier to detect. However,

aggressive scaling of VDD, VTH, and TOX are increasing IC

background leakage.2,3,5 As a result, the VLV and IDDQ

techniques are both becoming less effective with tech-

nology scaling. The increased delay caused by inter-

connects in deep-submicron technologies also reduces

VLV effectiveness.

Two types of direct test techniques are receiving

increasing attention: those that rely on ATE with
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improved capabilities and higher frequencies, and those

that rely on DFT and BIST for improved circuit testabili-

ty. Some of these methods require incorporating addi-

tional DFT structures and creating a low-frequency test

mode.7 The basic idea is to include an externally con-

trolled, quantifiable delay to enable slow-speed testing.

Such techniques are especially suited for combination-

al circuits bounded by flip-flops. However, these tech-

niques detect delay faults only above a certain minimum

value, and they require the routing of an externally avail-

able, timing-critical clock signal in test mode.

The technique we present here detects delay faults

with improved resolution in high-performance combi-

national logic circuits.8 In addition, our technique low-

ers the test mode clock frequency to allow the use of

cheaper testers. It achieves these goals without using an

additional external timing signal and with minimal per-

formance and power penalties.

Dynamic logic and high-performance
functional unit blocks

Logic circuits implemented in the dynamic CMOS

style offer higher performance than their static counter-

parts. Therefore, performance-critical functional unit

blocks (FUBs) such as ALUs and register files often use

dynamic circuits. The microprocessor’s operating fre-

quency is closely tied to FUB performance and can be

adversely affected by the presence of delay faults in the

FUBs. However, most performance-noncritical FUBs have

more timing slack and thus normally use static logic to

reduce switching activity and power consumption.

Noncritical FUBs have greater timing budgets, so micro-

processor performance is less prone to degradation when

delay faults are present in these FUBs. Therefore, we

geared our DFT strategy toward delay fault detection in

dynamic circuits and performance-critical FUBs.

The dynamic-logic family includes several circuit

styles.9 One style prevalent in the design of high-per-

formance data path elements is compound domino

logic. As Figure 1 shows, CDL implements complex

logic functions using alternate stages of dynamic and

static CMOS gates. This circuit style uses dynamic gates

with NMOS pull-down stacks followed by static CMOS

NAND/NOR gates.

CDL gates offer the improved performance of

dynamic gates, and the intermediate static CMOS gates

improve overall noise immunity and DC robustness.9,10

Furthermore, the CDL circuit style eliminates explicit

inverters on the critical path as required by NMOS

dynamic logic, thereby improving overall performance.

On the other hand, n-p domino logic improves perfor-

mance but has a greater clock load, poorer noise immu-

nity, and higher area overhead. The output of the CDL

gate labeled Out in Figure 1 is logic low during

precharge (Clock = 0). As a result, we can directly inter-

face the gate output with the next stage of NMOS pull-

down domino gates. This lets us completely remove the

footer NMOS clocked transistor from all subsequent

dynamic logic gates, improving circuit performance

and reducing overall clock load and area.

In this article, we compare two designs:

� Design 1 uses CDL gates amenable to high perfor-

mance with footer transistors removed.

� Design 2 uses CDL gates with footer transistors for

DFT. This design allows delay fault testing but

involves power and delay overheads.

CDL gates and delay testing
For Design 2, we create two operation modes, nor-

mal and test, for a chain of cascaded CDL gates. Figure

2 illustrates the CDL gates and the operation modes.

Normal mode. In this mode, DC control signals T/N

(test/normal), Ctrl1, and Ctrl2, in conjunction with the

DFT logic, connect the gate terminals of NMOS transis-

tors N3, N5, and N7 to VDD. As a result, these transistors

are always on, allowing circuit operation and evalua-
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tion depending on the vectors applied at primary logic

inputs A1 through AM.

Test mode. In this mode, we create an evaluation win-

dow for the CUT. We do this by applying the system clock

signal (Clk) to the first stage of input logic gates and a

delayed inverted clock signal (Test_clk) to subsequent

logic stages under test. The window duration equals the

delay between the Clk and Test_clk signals. We allow a

20% safety margin when applying the delayed clock sig-

nals. This helps us account for delay variations caused

by process, temperature, and voltage fluctuations during

testing and prevents the rejection of any good parts.

If the CUT is devoid of delay faults, intermediate

nodes P, Q, and R can evaluate in the available window.

However, when a delay fault is present, the CUT evalu-

ation is pushed out. If the delay fault is excessive, the

CUT fails to evaluate in the available window. Such a

failure is then detectable at primary outputs B1 through

BN as a logic failure. Thus, our DFT technique helps con-

vert delay faults internal to the combinational-logic

block into readily detectable stuck-at faults observable

at the primary outputs.

Figure 3 helps illustrate this concept. It shows HSpice

simulations for 0.13-micron CDL gates with and without

DFT for a variable-delay fault. We varied the delay fault’s

extent by introducing a variable resistance in series with

the logic gates’ evaluation network. This

increased the effective circuit RC time

constant and CUT delay.3

Clearly, without DFT, the circuit has

50% of the cycle time for evaluation. As

a result, the CUT fails only when the

series resistance is greater than 4 kΩ,

and a large range of delay faults can go

undetected. With DFT, however, the

CUT fails when the resistance is more

than 0.5 kΩ; thus, DFT lets us detect a

greater range of delay faults.

Fault resolution and lower test
frequency

We use our DFT scheme on the chain

of cascaded CDL gates shown in Figure

2. We divide these gates into three sepa-

rate sections and test them indepen-

dently for the presence of delay faults.

For example, when section 1 (gates 1, 2,

and 3) is under test, sections 2 and 3 are

not. The nominal logic delay for section

1 is d1, and the corresponding delays for sections 2 and

3 are d2 and d3. Thus, we apply Test_clk with an evalua-

tion window equal to 1.2d1 to the gate of transistor N3.

This lets us incorporate a 20% safety margin for section

1. When section 1 is under test, the system clock, using

a relaxed evaluation window, clocks NMOS transistors

N5 and N7. Any logic failure at the primary outputs

under these test conditions can be attributed to section

1’s logic gates. This strategy lets us detect delay faults

with a finer resolution and trace them to a subset of

logic gates within the FUB, thereby helping delay fault

diagnostics.

Another advantage of our DFT technique is the pos-

sibility of lowering the test mode clock frequency. The

evaluation window used to detect delay faults has two

edges: The system clock provides the opening edge,

and DFT logic from the Test_clk generates the closing

edge locally.

Thus, detecting delay faults with this technique

depends on the correct phase relationship and delay

between the Clk and Test_clk signals but is indepen-

dent of their absolute signal frequencies. Figure 4

indicates that this technique can detect delay faults

even when the test mode clock frequency is lowered

to 170 MHz. Hence, the technique might enable delay

fault testing at the wafer sort stage with relatively

cheaper ATE.
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High-performance delay-fault-testable
adder

We’ve used the circuit design techniques and DFT

ideas discussed here to develop a 0.13-micron, 16-bit high-

performance adder that is delay-fault testable. The adder

is an ideal testbed for our DFT scheme because its design

involves different circuit styles, including dynamic, static,

and transmission gates, and it has a reasonably high tran-

sistor count and complexity level. In addition, VLSI adders

are performance-critical FUBs. Therefore, designers usu-

ally use a full-custom approach for these adders to ensure

high-performance, low-power, and robust operation.
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Figure 5 shows the basic adder architecture, which is

similar to that discussed by Matthew et al.10 The propagate-

generate block and the carry-merge tree form the adder’s

carry-generate section; the carry-select adders (CSAs) and

the output multiplexers form the sum-generate section.

We implemented the propagate-generate block, the

carry-merge tree, and the output muxes, which are per-

formance-critical units, with CDL gates. The carry-select

adders, which are implemented with static CMOS gates,

operate in parallel with the carry-generate section. The

propagate-generate block forms the propagate (P) and

generate (G) terms based on primary logic inputs

A[15:0] and B[15:0] (Equations 1 and 2). The carry-

merge tree employs a binary merge algorithm, which

implements the recursive logic equation (Equation 3),

to produce the 1-in-4 carry signals C3, C7, C11, and C15

shown in Figure 5. The basic logic equations for the

adder are

Pi = Ai + Bi (propagate function) (1)

Gi = AiB i (generate function) (2)

Ci = Gi + PiC i – 1 (carry-merge function) (3)

where A i and B i represent the i th bit position of vec-

tor inputs A[15:0] and B[15:0], P i and G i are the cor-

responding propagate and generate signals, and C i – 1

and Ci are the input and output carry signals for the i th

bit position.

For each 4-bit adder block (blocks A, B, C, and D) in

Figure 5, there are two parallel 4-bit carry-select adders.

One of these adders generates sum outputs, assuming

the input carry to be logic 0; the other assumes the input

carry to be logic 1. For example, the carry-select adders

pertaining to block C generate two sets of sum signals

S11:8(1) and S11:8(0), using the corresponding block

input carry C in
c , to be logic 1 and logic 0 respectively.

This occurs in parallel with the two sets of sum genera-

tion in the carry-merge tree, and the carry-select adder

output signals become available at the inputs of the 2:1

muxes. When the C7 signal becomes valid, the appro-

priate sum signals are selected and become available

at the adder’s S11:8 primary outputs.

DFT logic for delay testing
In designing the 16-bit adder’s DFT logic, our objec-

tives were to

� generate the delayed inverted Test_clk signals local-

ly for delay fault detection,

� eliminate the need for additional timing-critical sig-

nals supplied by the ATE,

� minimize any clock load or power penalty (switch-
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Figure 4. Delay fault detection with a test clock frequency of 170 MHz.
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ing and leakage) caused by DFT logic in the adder’s

normal operation mode, and

� minimize the DFT logic’s transistor count and design

complexity.

The adder’s critical path comprises seven stages of

CDL gates similar to the chain of gates shown in Figure

2. The critical path contains four NMOS domino gates

and three intermediate static CMOS logic gates. To

make the adder delay-fault testable, we divided the

adder into three sections: 1) the input propagate-gen-

erate units, 2) the intermediate carry-merge units, and

3) the output muxes. We introduced NMOS footer tran-

sistors at three dynamic gates and designed the DFT

logic to generate three delayed inverted signals with

respect to the system clock (Clk).

Figure 6 helps explain the DFT scheme’s operation.

The DFT logic uses high-VTH transistors to minimize leak-

age during normal operation. It has two levels of muxes

and a chain of static CMOS inverters that acts as a delay

chain. We appropriately sized the mux and inverter

chain transistors to obtain the required evaluation win-

dow for delay testing of each adder section. A more

generic DFT scheme with a programmable evaluation

window is possible, but such a scheme would require

greater hardware overhead.

The DFT logic requires DC control signals T/N, Ctrl1,

and Ctrl2 to switch between normal and test modes and

select the adder section to be tested. Table 1 shows the

truth table for DFT logic and mode selection. To achieve

better drive capability and sharp rise and fall times for

the DFT logic’s output signals, we implemented the
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muxes with C2MOS stages rather than transmission gate

logic. Furthermore, to minimize switching energy over-

head during normal operation, the input first-level mux

uses minimum-size transistors.

Figure 7 shows the DFT logic output for different

combinations of the Ctrl1 and Ctrl2 signals during the

DFT adder’s test mode. The control signals for the sec-

ond-level muxes derive from DC signals Ctrl1 and Ctrl2.

Because these signals are noncritical, we generate the

mux controls using two- and three-input static CMOS

NAND/NOR logic gates with minimum-size transistors.

This minimizes the DFT logic’s leakage power and area

overheads. In addition, when the CUT is in normal

mode, the input mux selects supply voltage VDD. As a

result, node C in Figure 6 connects to VDD, thereby ensur-

ing that all internal nodes are actively held to either the

supply voltage or ground. This eliminates the possibili-

ty of intermediate node potentials within the DFT logic

or excessive leakage currents during normal operation.

Adder performance and tradeoffs
In quantifying the proposed DFT technique’s effect on

the CDL adder’s performance, we consider the following

parameters: adder delay, worst-case switching power,

unity gain noise margin (UGNM), and worst-case DC

droop.10,11 The UGNM and steady-state DC droop for the
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Table1. Truth table for DFT logic and mode selection.

    Control signal   

T/N Ctrl1 Ctrl2 Selection

0 X X Normal mode

1 0 0 Test section 1 (delay = d1)

1 0 1 Test section 2 (delay = d2)

1 1 0 Test section 3 (delay = d3)
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dynamic gates are of particular interest during delay test-

ing at a reduced clock frequency in test mode. Figure 8a

shows the DFT adder’s worst-case switching current and

delay waveforms in normal mode. Figure 8b shows the

UGNM and worst-case DC droop waveforms in test mode.

Our most important design consideration was to min-

imize our DFT scheme’s overall delay impact. Adding foot-

er NMOS transistors to the dynamic-gate pull-down stacks

causes delay degradation. However, the delay penalty

remains within acceptable limits for the following reasons:

� We add the footer transistors to only three dynamic

gates out of the total seven cascaded CDL gates on

all adder paths (Figure 2).
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� In normal mode, these transistors connect to VDD and

are always on.

� Since the DFT transistors don’t switch in normal

mode, we can upsize them to improve adder perfor-

mance without significantly increasing switching

power.

Our DFT scheme allows delay fault

detection in the CUT’s critical as well as

noncritical paths. The additional footer

transistors on the noncritical paths cause

extra delay, which the existing timing

slack absorbs. However, the DFT struc-

tures introduced on the critical path

cause increased delay and performance

degradation. Table 2 compares the para-

meters of interest for the adder with and

without DFT. Our results indicate that

adder delay increases by 3.4%, and

worst-case switching energy increases by

1.8%. The UGNM and DC droop degra-

dations are minimal.

In addition, the DFT logic itself caus-

es a 4% increase in total transistor count.

Because the DFT control signals are DC-

level signals and the additional logic

does not switch in normal mode, we can

downsize a significant number of DFT

logic transistors. This limits the total area

penalty to within 5% to 7%. In fact, as the

CUT grows in complexity, the overall

area overhead decreases because part of

the DFT logic delay chain and input mux

stages can be reused and need not be

repeated. These results show that it is

possible to design a delay-fault-testable adder that oper-

ates without excessive performance overhead in nor-

mal mode.

Low-frequency test results
We used our DFT technique to detect delay faults in

the 16-bit adder. We used the T/N signal to select test

mode. Next, using the Ctrl1 and Ctrl2 signals, we tested

different sections of the adder for delay faults. We low-

ered the test mode clock frequency to 170 MHz. During

the course of this study, we introduced one delay defect

at a time in the adder and didn’t explore the possibility

of multiple defects being present simultaneously. We

introduced delay defects in the adder’s static and

dynamic logic gates, as well as its critical and noncriti-

cal paths. Figure 9 shows the locations of some repre-

sentative resistive defects.

To conduct a representative study of our DFT tech-

nique’s effectiveness, we introduced 22 defects in the

16-bit adder. However, some of these defects mapped

to the same type of fault, resulting in a total of 10 unique

delay faults. Table 3 lists the locations of the defects,
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Table 2. Performance parameters: DFT versus non-DFT adders.

Delay Switching DC droop Unity gain 

Adder design (ps) power (mW) (mV) noise margin (%)

Non-DFT 263 5.5 5 23.5

DFT 272 5.6 9 23
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Figure 9. Locations of defects introduced in CDL gates.

Table 3. Defect types and distribution in the 16-bit adder.

Defect location 

Defect no. Fault no. (stage no.) Defect type

1, 2, 3 F1 1 Parallel

4, 5, 6, 7 F2 2 Parallel

8 F3 3 Parallel

9, 10 F4 4 Parallel

11 F5 4 Series

12, 13 F6 5 Parallel

14 F7 6 Parallel

15, 16, 17, 18 F8 2 Parallel

19, 20 F9 7 Parallel

21, 22 F10 2 Series



which were distributed among the vari-

ous logic stages and were both series and

parallel types. We refer to resistive

defects in series with the transistor eval-

uation path as series defects. Normally,

for series defects, the delay impact is pro-

portional to their resistance, and they

can represent resistive vias and contacts.

Parallel defects, on the other hand, usu-

ally manifest as delay faults at lower resis-

tance values.

Figure 10 shows the delay fault simu-

lation results for the 10 different faults.

Clearly, we can detect a larger range of

delay faults in the DFT adder than in the

non-DFT adder. The DFT adder detects

delay faults of magnitudes greater than

19 ps, 35 ps, and 46 ps for adder sections

1, 2, and 3 respectively. Delay faults of

smaller resolution go undetected. However, for the non-

DFT adder, delay faults of up to 247 ps, 156 ps, and 93

ps for the corresponding sections go undetected. In

addition, we can lower the test mode clock frequency

without compromising the fault detection range.

OUR DFT TECHNIQUE allows detection of a wider

range of delay faults with improved resolution and is suit-

ed for dynamic-logic testing. The technique will improve

the long-term reliability of high-performance digital cir-

cuits and decrease test costs while maintaining design

overhead within acceptable limits. In future work, we

plan to extend our DFT technique to a 32-bit ALU. We

also plan to determine the technique’s impact on overall

test time and automatic test pattern generation. �
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