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Low-Capacitance and Charge-Shared Match Lines
for Low-Energy High-Performance TCAMs
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Abstract—Emerging high-speed lookup-intensive applications
are demanding ternary content addressable memories (TCAMs)
with large word-sizes, which suffer from lower search speeds
due to larger match line capacitance. Therefore, low-energy
high-performance design techniques are needed, which improve
the search speeds of TCAMs without increasing their power con-
sumption. In this paper, we present a cell-level comparison logic
and a charge-shared match line scheme. Both schemes reduce
search time and energy in TCAMs. Measurement results of the
above schemes, implemented in 0.18- m CMOS technology, show
a search time reduction of 42% and 11%, and a search-energy
reduction of 25% and 9%, respectively.

Index Terms—Content addressable memory (CAM), low energy,
high performance, charge recycling, ternary content addressable
memory (TCAM).

I. INTRODUCTION

TERNARY content addressable memories (TCAMs) are
attractive for high-speed lookup-intensive applications

such as packet classification and forwarding in network routers
[1]. The increasing line rates are demanding fast TCAMs
[2]. On the other hand, the growing deployment of IPv6 is
increasing the word-size of TCAMs [3]. A wide TCAM is
inherently slower, and it requires circuit techniques to improve
its search speed. Typically, TCAMs are power-hungry due
to their high-speed parallel searches. The increasing speed
requirements are further escalating their power consumption.
Arguably the power consumption can be sustained at its orig-
inal level if the speed-enhancement techniques also reduce the
search-energy.

In this paper, we present a cell-level comparison logic that
offers smaller capacitance on the match lines (MLs). We also
present a charge-shared ML scheme, which recycles and trans-
fers one ML segment’s charge to another ML segment. Both
schemes reduce the search time and energy in TCAMs.

II. LOW-CAPACITANCE MATCH LINE

A significant portion of the TCAM power is consumed in
switching highly capacitive MLs. Fig. 1(a) shows a conven-
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tional 16T TCAM cell. The ML capacitance depends on the
masking conditions of the connected cells. For example, if a
cell is not masked, it adds a capacitance of to the corre-
sponding ML, where is the drain capacitance of a compar-
ison logic transistor that includes the bottom-plate and side-wall
junction capacitances [Fig. 1(b)]. Similarly, globally and locally
masked cells add capacitances of 2 and , respectively
[Fig. 1(c), (d)].

We present a cell-level comparison logic that offers a smaller
ML capacitance (Fig. 2). The proposed comparison logic re-
quires an additional line (SelGbl) to keep node G at ground
under the global masking condition (SL1 SL2 “0”). SelGbl
is generated by NORing SL1 and SL2, and it is shared by all
the cells in the same column. Since SL1 SL2 “1” is an
invalid state, the possibility of shorting the inverter outputs is
eliminated. Similar comparison logic (without transistor M2)
has been used in binary CAMs [4]. However, it has not been re-
ported in TCAMs possibly due to floating node G in a globally
masked cell. The proposed comparison logic employs transistor
M2 for driving node G to ground in a globally masked cell.

If none of the bits are globally masked and interconnect ca-
pacitance is ignored, the proposed comparison logic reduces
the ML capacitance by 75% ( to ). Similarly, if all the
bits are globally masked, the ML capacitance is reduced by
50% (2 to ). Therefore, the capacitance reduction varies
between 75% and 50% depending on the number of globally
masked bits. However, this reduction in ML capacitance comes
at the expense of additional lines (SelGbl) and associated en-
ergy consumption. Fortunately, the rate of updating the global
mask registers is negligibly less than the table lookup frequency
in most TCAM applications [5]–[8]. Thus, the power consumed
in switching SelGbl is negligibly less than the power consumed
in switching MLs.

Typically, each ML employs an ML sense amplifier (MLSA)
to differentiate between “match” and “mismatch” conditions by
sensing ML pull-down currents, which can be given by the fol-
lowing equations:

(1)

(2)

where is the word-size, is the number of mismatched
bits, is the ML current contribution of each mis-
matched cell, and is the ML current contribution of
each matched cell. MLSA is designed to distinguish between
“match” and “mismatch” conditions even in the worst case
when . The proposed comparison logic has only one
nMOS transistor in the ML pull-down path (Fig. 2). Hence,
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Fig. 1. (a) A 16T TCAM cell and its contribution to the ML capacitance under the following conditions: (b) no masking, (c) global masking, (d) local masking.

Fig. 2. A TCAM cell based on the proposed comparison logic, and its contri-
bution to the ML capacitance under all the masking conditions.

its ML ON current is greater than that of the con-
ventional comparison logic, which has two series-connected
transistors instead (Fig. 1). Simulation and measurement results
also support the above deduction even though the voltage
swing of node G is limited to . Furthermore, the
proposed comparison logic has only one ML leakage path per
cell. Thus, its ML OFF current is less than that of
the conventional comparison logic, which has two ML leakage
paths per cell. Although one of the ML leakage paths of a
masked cell can have a lower leakage due to body effect, the

of the conventional scheme is still larger than that of
the proposed scheme due to absence of the body effect in other
leakage paths [Fig. 1(b), (c), (d)]. A higher
ratio has a number of advantages. First of all, it makes the
ML sensing less sensitive to process variations and operating
conditions. Secondly, it can be exploited to reduce the search
time without causing a false “match”. For example, a larger

can handle a larger pull-down or pull-up current in
ML sensing. Finally, a higher ratio allows
the implementation of wide TCAMs because is
proportional to .

We analyzed the proposed and conventional comparison
logic circuits by implementing them in two 145-bit-wide
TCAM words as shown in Fig. 3(a). A charge-redistribution
MLSA is used for ML sensing whose timing diagram is shown
in Fig. 3(b) [9]. All the control signals are common to both
MLSAs. Initially, the MLs are discharged to ground using PRE.
The search operation is initiated by the rising edge of EN, and
the falling edges of FastPre and PRE. The ML voltage swing is
restricted by the nMOS transistors (M1 and M2) whose gates
are connected to a reference voltage . The FastPre pulse

precharges the MLs to a voltage near . The eval-
uation begins with the rising edge of the FastPre signal. Under
the “match” condition, the ML does not have a pull-down
path, and its node SP remains at . Under the “mismatch”
condition, the node SP is pulled down to 0. A small current
source at the node SP compensates for ML leakages. In
our design, has been set to one-fifth of .

The width of the FastPre pulse is the most critical
parameter in the charge-redistribution MLSA [9]. If is too
small, MLs will be precharged to a voltage much lower than

. Under the “match” condition, this incomplete
precharge can cause a false glitch at the MLSA output by
charge-sharing and SP (Fig. 3). This false glitch
increases energy consumption and affects the operation of the
next stage. However, a wider pulse also increases the en-
ergy consumption due to direct current paths in the mismatched
words. Larger values of also increase the search time.
Therefore, the window is chosen just wide enough to avoid
a false glitch under the “match” condition. The false glitch
problem is less severe for the proposed low-capacitance ML
due to two main reasons. First, a lower capacitance implies a
faster precharging of MLs to , which also reduces
search time and energy. Second, the voltage drop at node SP
due to charge-sharing between nodes SP and ML is less severe
if ML capacitance is smaller.

III. CHARGE-SHARED MATCH LINES

Most low-power TCAMs divide large MLs into smaller seg-
ments and sense them sequentially [10]–[12]. For example, a
144-bit-wide ML can be divided into two segments of 36 and
108 bits [11]. Each segment has a separate MLSA. First the
smaller segment (ML1) is sensed. The larger segment (ML2)
is sensed only if ML1 matches the corresponding portion of the
search key. Therefore, this scheme saves power only in the best
case, which occurs when first segments of most words do not
match the same portion of the search key. The optimum size
of ML1 is determined from the data statistics. If a TCAM has
segments optimized for one application, it does not give the
best-case power in other applications. The average power con-
sumption varies between the best case and the worst case de-
pending on the application.

We propose a charge-shared ML scheme that reduces the
worst-case energy consumption. Fig. 4 illustrates the scheme
and its timing diagram using a current-race MLSA [13]. The
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Fig. 3. (a) TCAM words employing the proposed and conventional comparison
logic circuits with the charge-redistribution MLSA, and (b) its timing diagram.

current-race MLSA requires a dummy word to generate the con-
trol signals. The dummy ML is also divided into two segments
(DML1 and DML2). All the cells of the dummy segments are lo-
cally masked, so both the dummy MLSAs generate a “match” in
every search cycle. Since the ML capacitance varies with global
masking, DML1 and DML2 should also track these variations.
This is ensured by sharing the common search lines (SLs) with
the dummy word. A rising edge of MLEN1 begins the search op-
eration by enabling all the MLSAs in the first segment (MLSA1,
DMLSA1, etc.). A rising edge of DMLSO1 indicates the com-
pletion of the search operation in the first segment. A delayed
version of DMLSO1 signal is used to turn off the
MLSAs in the first segment. The delay ensures that all
the matched words are detected before MLSAs are turned off.
If the first segment of an ML matches with the corresponding
portion of the search key, its MLSO1 turns on the corresponding
MLSA2.

In the end of every search cycle, the conventional schemes
discard the residual ML1-charge to the ground. The proposed
scheme recycles the ML1-charge to reduce the search time and
the worst-case energy consumption. If the first segment of a
word results in a “match”, its ML1 is charge-shared with its

Fig. 4. (a) Circuit schematic of the proposed charge-shared ML scheme using
a current-race ML sense amplifier, and (b) its timing diagram.

ML2 using transistors M1 and M2 (Fig. 3). The charge-sharing
between DML1 and DML2 expedites the arrival of DMLSO2,
which turns off MLSA2s. Since MLSA2s are enabled for a
smaller duration, this scheme reduces both search time and
worst-case energy. The charge-sharing between ML1 and ML2
begins at the rising edge of MLSO1 and ends at the falling edge
of [Fig. 3(b)]. The time needed to charge-share ML1
and ML2 depends on the size of transistors M1 and M2. Larger
transistors equalize ML1 and ML2 faster. However, oversized
transistors also increase the ML capacitance. Therefore, their
sizes should be optimized by simulations.

IV. TEST CHIP MEASUREMENT RESULTS

We implemented the low-capacitance ML and the charge-
shared ML schemes (illustrated in Figs. 3 and 4, respectively)
on two test chips in 0.18- m CMOS technology. The micro-
graphs of the two test chips are shown in Fig. 5. The first test chip
contains a 144-bit word of the conventional TCAM cells and a
144-bit word of the proposed TCAM cells. Both types of cells
consume the same number of transistors and hence, almost the
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Fig. 5. Micrographs of the first and second test chips showing low-capacitance
and charge-shared ML schemes, respectively.

same area. Each 144-bit word is arranged in an array of 12 12
cells and all the cells are hard-wired for “match” condition due
to area constraints. One conventional cell and one proposed cell
are connected to the respective words in parallel. The “match”
and “mismatch” conditions for the two words are obtained by
changing the status of these two cells. Thus, each word is ef-
fectively 145 bits wide. Both words have separate MLSAs and
power-supply pins to measure the energy consumption. A ref-
erence circuit is also included to generate bias voltages for the
MLSAs. All the control signals are common to both MLSAs.

The second test chip contains two 144-bit TCAM words and
their dummies. One word and its dummy employ the standard
current-race MLSA [13]. The other word and its dummy em-
ploy the current-race MLSA with the proposed charge-shared
MLs (Fig. 3). Typically, a full-size TCAM block (256 144)
contains only one dummy word. Thus, the signals
and are shared by 256 words (Fig. 4). In order to im-
itate this capacitive loading, we included dummy loads in the
second test chip (Fig. 5).

Fig. 6 shows measurement results of the first test chip. Here,
and energy of the conventional and proposed schemes

are shown for different values of TCAM cell supply voltage
while the supply voltage of SLs and MLSAs remains

at 1.8 V. Energy is measured for the “mismatch” condition
since most words fail to match the search key in typical TCAM
applications. A reduction in reduces and .

Fig. 6. FastPre pulse duration and energy measurement results of conventional
and low-capacitance ML schemes for different values of V .

However, the search operation is performed successfully as
long as is large enough to compensate for ML leakages. A
small also reduces the static power which is becoming
a serious issue in sub-100-nm technologies [14]. Measurement
results confirm that the low-capacitance ML scheme gives
consistent energy (25%) and time (42%) savings for a large
range of . Since is much smaller than ,
the SP voltage drops almost immediately after the rising edge
of the FastPre pulse (Fig. 3). Hence, the reduction in the ML
sensing time is almost equal to the reduction in . For smaller
values of , increases due to a reduction in .
Energy is less affected by the variations in because an
increase in is compensated by a reduction in . For very
low values of , the reduction in becomes more
prominent and the energy consumption decreases.

Fig. 7 shows the search time and energy of the conventional
and the charge-shared ML schemes measured for a range of

(Fig. 4). Increasing reduces the search time and in-
creases the search-energy. The charge-shared ML scheme gives
a consistent improvement over the conventional scheme.

V. DISCUSSION

In the chip implementation of the conventional comparison
logic (Fig. 5), the drains of upper two transistors were merged
(Fig. 1). Thus, each unmasked cell added a capacitance of

to the corresponding ML (instead of as estimated
in Section II). We calculated The ML capacitances of the two
145-bit words, which are comprised of nMOS transistors with

m m and fF:

fF fF

fF fF

where second terms are the extracted interconnect capacitance
(including the bottom-plate, fringe, and coupling capacitance)
for the two MLs. Thus, the new comparison logic reduces the
ML capacitance by 42%.
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Fig. 7. Search time and energy measurement results of conventional and
charge-shared ML schemes for different values of I .

In order to verify the above calculations, we performed an
indirect measurement of the ML capacitance. As explained in
Section II, is typically chosen (3–6 ns) just large enough
to avoid the false glitch under the match condition. In order
to charge both and approximately to the
same voltage , we set both MLs in match con-
dition and chose a much larger value of ( ns,
period ns). Since a matched ML has no conducting path
to ground, the whole current drawn from the power-supply is
consumed in charging the ML capacitance. The average cur-
rents drawn by and from the power-supply
have been measured to A and A.
Therefore, the ML capacitance is reduced by 36%, which is less
than the expected value (42%). This implies that the value of

(15 ns) is not large enough, and is charged to
a slightly higher voltage than . Both ML capacitances
can be charged to a voltage much closer to by
further increasing . However, large values of reduce
the average power-supply currents, and this method loses its ac-
curacy due to two main reasons. First, the average power-supply
currents become comparable to ML leakages. Second, it be-
comes difficult to measure a very small current accurately. We
also observed that a variation in does not change the
measured power-supply currents, which reinforces the fact that
there is no -dependent conducting path from ML to
ground under the match condition.

The proposed comparison logic has greater than the
conventional comparison logic as explained in Section II. We
indirectly measured the approximate of the conven-
tional and proposed comparison logic circuits. We set both MLs
in mismatch condition, and chose ns and period

ns. In this case, the average current drawn from the power-
supply is proportional to once the ML voltage reaches
steady state. Fig. 8 shows the measured of the two com-
parison logic circuits. For V, of the
proposed comparison logic is 14% higher than that of the con-
ventional comparison logic. For smaller values of , the

Fig. 8. Measurement results for I of the conventional and proposed com-
parison logic circuits.

Fig. 9. Suggested layouts of conventional and proposed comparison logic cir-
cuits.

difference between the two ON currents reduces because the time
taken in reaching steady state becomes comparable to , and
the measurements become less accurate.

The low-capacitance ML scheme can be further optimized
using efficient layout techniques. For example, ML transistors
(M1) of the two adjacent cells can share the same drain con-
tact (Fig. 9). Such a layout results in a smaller ML capacitance.
In the present chip, we laid out the 144-bit cell in an array of
12 12 (Fig. 5). The extracted interconnect capacitance for ML
is found to be 145 fF. When we laid out each ML as one row, the
interconnect capacitance is reduced to 52 fF. Fig. 9 also shows
an improved layout of the conventional comparison logic where
the contacts are removed from the internal nodes in order to re-
duce their capacitance. Using the above layout techniques and
minimum size transistors ( m) in 0.18- m CMOS
technology, capacitances of 144-bit and can
be calculated as

fF fF fF

fF fF fF

Thus, the proposed comparison logic with the modified layout
achieves a 44% reduction in ML capacitance.

The energy reduction in charge-shared ML scheme varies
with the ratio of ML1 and ML2 capacitances. If ML1 and ML2
capacitances are and , and the ML voltage swing is ,
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the total charge consumed in the worst-case ML sensing for a
conventional ML:

(3)

Similarly, the total charge consumed in the worst-case ML
sensing for a charge-shared ML:

(4)

where is the common-voltage of ML1 and ML2 after
charge-sharing. can be calculated by applying charge-con-
servation before and after the charge-sharing:

(5)

Substituting from (5) and from (3) to (4)

(6)

Therefore, the charged-shared ML achieves a worst-case energy
(or charge) reduction of

(7)

Fig. 10 shows a plot of for different values of .
It reaches a maximum of 25% for . There-
fore, the charge-shared ML scheme is more suitable for
TCAMs that have ML1 comparable to ML2. Substituting

in (7), %. The measured
reduction in energy (9%) is less than the theoretical value
calculated from (7). There are two possible reasons for this
difference. First, the charge-sharing time window , which
is fixed and equal to the inverter-chain delay, is not wide enough
to fully equalize ML1 and ML2 (Fig. 4). Second, in the present
implementation, a current source charges ML1 during
the charge-sharing time window (Fig. 4). Thus, ML1 voltage is
always slightly higher than ML2 voltage. The charge-sharing
time window can be optimized by using a digitally controlled
delay between DMLSO1 and [15]. The second issue
can be eliminated by using the rising edge of MLSO1 to turn
off the corresponding during (Fig. 4).

In order to compare our results with the existing designs, we
surveyed the published literature. The only published TCAM
design with current-race MLSA and chip measurement results
is found in [13]. This 144-bit TCAM, also implemented in
0.18- m CMOS technology, achieves a search time of 3 ns for

A [13]. Our charge-shared ML scheme achieves
a search time of 4.7 ns for A (Fig. 7). Extrapo-
lating the above results, our scheme shows 27% improvement
in speed for the same .

Fig. 10. Worst-case energy reduction in charge-shared MLs for different values
of the ML1 and ML2 capacitance ratio.

VI. CONCLUSION

We presented a low-capacitance ML scheme and a
charge-shared ML scheme for TCAMs. Both schemes re-
duce search time and energy, and they can be combined with
the existing design techniques to achieve a significant reduction
in search time and energy. They can also reduce power if the
search speed is not changed. The former scheme shows 42%
and 25% reduction in search time and energy respectively.
The latter scheme shows 11% and 9% reduction in search time
and energy respectively. We analyzed the measurement results
and proposed possible improvements. The low-capacitance
ML scheme can be further improved by the efficient layout
techniques described in Section V. Similarly, the charge-shared
ML scheme can achieve better results for MLs with larger first
segment, digitally controlled charge-sharing time window, and
slightly modified MLSAs as discussed in Section V.
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