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Abstract

      CMOS technology scaling allowed to reduce MOSFET dimensions from 10 µm in

the 1970's to a present day size of 0.13 µm. The ability to improve performance

consistently with decreasing power consumption has made CMOS technology the

dominant technology for integrated circuits. The scaling of the MOS transistor has been

the primary factor driving improvement in microprocessor performance. However, recent

developments and future trends in CMOS process and design technologies are

introducing new levels of complexity in testing. For example, the consequent reduction of

MOSFET threshold voltage and the increase of leakage current are decreasing the

effectiveness of quiescent current testing (Iddq) because the reduced ratio between the

MOSFET "on" and "off" currents is making this testing technique impracticable for deep

submicron technologies.

      In this thesis we investigate the behavior of bridging faults (BF) in CMOS digital

integrated circuits and analyze the impact of BFs on logic margin and logic swing of

sequential and combinational CMOS circuits under different operating conditions and

technology feature sizes. The BF model in CMOS digital circuits was developed. This

model explains the impact of technology scaling on effectiveness of BF detection using

logic test method and has a good agreement with HSPICE simulation results. The

developed model allows to find the critical BF resistance values for different CMOS

technologies.
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Chapter 1: Introduction and Background

1.1 Introduction

      Economic and functional needs stimulate a progressive increase of the number of

transistors integrated on a single chip. Until now the electronic technologies have been

able to satisfy these needs through dimension scaling and reliability improvement of

electronic components. An increasing complexity of testing is the result of the moving

from VLSI (vary large-scale integration) to ULSI (ultra large-scale integration) for

CMOS digital circuits. The complex expressions describing the MOS transistor behavior

make it difficult to understand the reasons for high test escape. Such test escapes have to

be reduced to continue elevated quality levels. The support of high fault coverage, which

provides better reliability, is very expansive and difficult task in case of ULSI CMOS

technology.

      In this thesis we analyze the impact of technology scaling on bridging fault (BF)

modeling and detection in deep submicron CMOS circuits. A poor understanding of

transistor behavior in different regions of operation and the gap between model

parameters and physical quantities are significant barriers to the development of more

effective testing methods. Nowadays analytical models of transistors can be used with

notable success to better understanding of impact of submicron technologies on IC

testing, and to find new ways to improve fault detectability. This thesis analyses the

behavior of important class of defects, the BFs, to demonstrate the inadequacy of

conventional test methods (current and logic testing) for advanced combinational and

sequential CMOS circuits. Current testing techniques are very useful in detecting many

types of defects, however only a combination of both current and Boolean voltage-
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sensing techniques is essential to guarantee high quality, because "Mix" testing may

significantly increase the BF defect coverage. The sensitivity of conventional current

testing of deep submicron CMOS IC is reduced dramatically because of a high value of

intrinsic defect-free leakage current of short-channel MOSFETs. Hence, the role of logic

testing is increased and the main task of research is to find the optimal test conditions

(frequency, temperature and voltage supplier value) to increase the BF coverage. In this

research we tried to estimate the impact of operating conditions on BF coverage in logic

testing.

      The structure of this thesis is as follows. Chapter 1 consists of a brief review of the

CMOS technology and interconnects scaling trends, and principal limitations of this

process. The discussion of main defect classes in digital CMOS circuits is also presented

in Chapter 1. Chapter 2 describes the current testing technique of BF and explains the

limitations of this test method for deep submicron CMOS circuits. The impact of CMOS

technology scaling on BF detection in sequential and combinational circuits is discussed

in Chapter 3. The behavior of BF under different operating conditions is analyzed using

HSPICE simulations in Cadance and the recommendations for coverage increase of BF

detection in advanced CMOS circuits using logic testing are obtained. Chapter 4 deals

with the impact of CMOS technology scaling on BF modeling. The developed BF model

uses key technology parameters and allows to explain the simulation results, which were

derived in the previous chapter. Finally, the summary of the research and conclusions are

presented in Chapter 5.
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1.2 CMOS Technology Trends and Limits

      Conventional scaling of gate oxide thickness, source/drain extension (SDE), junction

depths, and gate lengths have enabled MOS gate dimensions to be reduced from 10 µm in

the 1970's to a present day size of 0.1 µm.  To enable further transistor scaling in the 21st

century, new solutions such as high dielectric constant materials for gate insulation and

ultra low resistivity junctions need to be developed. The traditional SiO2 gate dielectrics

will reach fundamental leakage limits, due to tunneling, for an effective thickness less

than 2.3 nm [1]. Experimental data and simulations show that, although conventional

scaling of junction depths is still possible, but increased resistance for junction depths

below 30 nm results in performance degradation [1]. Because of these limits, it will not

be possible to improve short channel effects further. This will result in either

unacceptable off-state leakage current or strongly degraded device performance for

channel lengths below 0.1 µm. The fundamental scaling limits for conventional MOS

devices are presented in Table 1.1. MOS transistor will possibly reach to its limits for

0.13 µm process technologies in 2002. Because of these problems, new solutions need to

be developed for continued transistor scaling.

      New-generation process technologies generally come out every three years and

provide roughly a 0.7x reduction in minimum feature size [2]. Using 0.7x as the scale

factor S, each generation gives a transistor area improvement of 0.49x, a gate delay

improvement of 0.7x, and an power reduction of 0.34x. Figure 1.1 shows how transistor

parameters have scaled over the last six generations of Intel microprocessor technology.
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Feature Limit Reason
Oxide Thickness 2.3 nm Leakage (IGATE)
Junction Depth 30 nm Resistance (RSDE)
Channel Doping Vth = 0.25 V Leakage (IOFF)
Channel Length 0.06 µm Leakage (IOFF)
Gate Length 0.10 µm Leakage (IOFF)

Table 1. 1: Fundamental scaling limits for conventional MOS devices.
 Minimum feature size and gate oxide thickness (TOX) have been scaled down by ~0.7x

with every generation, while supply voltage (VDD) has been scaled down only for the last

three generations. Until the 0.8 µm CMOS technology, 5 V was the industry standard

supply voltage and since power and reliability were not yet important issues, there was no

concern to justify deviating from the standard supply voltage. But beginning with the 0.5

µm CMOS technology, chip power and gate oxide reliability issues, forced adoption of

scaled supply voltage with every new technology generation. From this period, transistor

performance, measured by inverter circuit delay, has improved by ~0.7x per generation.

So indeed, MOS transistor scaling has served us well by providing continued

improvements in density, performance, and power.

Gate Oxide Scaling

      Gate oxide thickness scaling has been instrumental in controlling short channel

effects as MOS gate dimensions have been reduced from 10 µm to 0.1 µm. Gate oxide

thickness must be approximately linearly scaled with channel length to maintain the same

amount of gate control over the channel to ensure good short channel behavior.
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    Figure 1.2 shows the Semiconductor Industry Association (SIA) road map for scaling

f gate dielectric thickness. This roadmap predicts that continued gate dielectric scaling

ill require a new gate dielectric material for 0.1 µm CMOS technology and below [3].

lternative high dielectric constant materials will be the key to continued MOSFET

aling beyond 0.1 µm gate dimensions. Table 1.2 lists the leading alternative dielectrics

nd their status.

ielectric Dielectric Constant [εεεε (SiO2) = 4] Status

i3N4 7 Close to be ready

a2O5 25 Early stages

iO2 50 Very early stages

able 1.2: Alternate high dielectric constant materials [4].
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Figure 1.2: Scaling trend of gate dielectrics as predicted in 1998 SIA roadmap [3].

Source/Drain Engineering

      Reducing source/drain junction depths will improve device short channel

characteristics by reducing the amount of channel charge controlled by the drain.

However, shallow silicided junction leads to unacceptable junction leakage, and increases

the contact-junction resistance. For high performance sub-100 nm CMOS technology, a

selective epitaxial growth (SEG) process was developed. By utilizing the SEG process,

the suppression of short channel effect, junction leakage current, and parasitic resistance

are realized [5]. Junction depths are currently 50-100 nm for 0.25 µm CMOS technology

and are predicted to be as low as 10 nm for future deep sub-micron devices (Figure 1.3).

Channel Engineering

      One of the effective techniques to improve short channel characteristics is channel

engineering. The goal is to optimize the channel profile to minimize the off-state leakage
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while maximizing the linear and saturated drive currents. Super Steep Retrograde Wells

(SSRW) and halo implants have been used as a mean to scale the channel length and to

increase the transistor drive current without causing an increase in the off-state leakage

current [6]. Typically, retrograde channel doping and halo drain/source architecture

improve the short channel effect such as Vth roll-off, DIBL, and surface punchthrough

leakage current.

Figure 1.3: SIA roadmap for junction depth [1].

      Figure 1.4 is a schematic representation of the transistor regions that are affected by

the different types of well engineering. Retrograde well engineering changes the 1D

characteristics of the well profile by creating a retrograde profile toward the Si/SiO2

surface. Typically, SSRW well profiles are created by indium (NMOS) and arsenic

(PMOS) implantation and they have a lower doping atom concentration at the surface of

MOSFET channel. The halo architecture creates a localized 2D dopant distribution near
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the S/D extension regions. Channel doping optimization and halo architecture can

improve circuit gate delay by ~10% for a given technology and support an off-state

leakage current of 1nA/µm for a wide range of threshold voltages [1].
Figure 1.4: Schematic representation of retrograde channel engineering and halo

engineering.

Power Supply (Vdd) and Threshold Voltage (Vth) Scaling

      The choice of Vdd and Vth will be critical in determining whether the performance of

0.1 µm transistors can continue to be scaled. These parameters strongly affect chip active

power, chip standby power, and transistor performance. The loss in the gate over drive

(Vdd - Vth) is becoming so severe that this trend cannot continue without substantial lost

in device performance. Figure 1.5 shows power supply and threshold voltage trends for

Intel microprocessor process technologies. As seen, the power supply is decreasing much

more rapidly than threshold voltage. This has strong implications for device performance.

Transistor drive current and therefore circuit performance is proportional to gate over
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drive (Vdd - Vth) raised to the power  of "n", where "n" is between 1 and 2 [(Vdd - Vth)n].

In Figure 1.5, the gate over drive is shown to be rapidly decreasing for deep sub-micron

devices, thereby strongly degrading device performance. As discussed previously,

aggressive oxide scaling, Source/Drain and channel engineering are used to overcome the

loss in gate drive and to maintain the historical rate of transistor improvement. Other

fundamental limitation of threshold voltage scaling is sub-threshold leakage current. To

maintain acceptable leakage values, the Vth of transistor need to increase by > 0.25 V [2].

Figure

1.3 In

      D

contin

densit

in pro
 1.5: Power supply and threshold voltage scaling trend [1].

terconnect Technology Scaling and Reliability

ownsizing of components in ultra large scale integrated (ULSI) circuits has

uously driven the progress of ULSI capability in terms of information processing

y and complexity as shown in Figure 1.6. Transistor scaling provides improvement

cessing speed of ULSI circuits. However, interconnect scaling provides higher
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interconnect density at the cost of degraded interconnect delay as shown in Figure 1.7.

Interconnect delay had not been an issue when the feature size was greater than 0.5 µm.

However, the interconnect delay is now a significant fraction of clock cycle time due to

the increase of coupling capacitance and interconnect length. This results in a significant

impact on overall chip performance. Therefore, advanced interconnect technologies are

necessary to overcome the interconnect delay.

Figure 

microp

      A s

that the

dielectr

the foll

RC
1.6: ULSI trends of feature size and information density in DRAM and

rocessors [7]

imple first-order model can be used to estimate interconnect RC delay. Assuming

 minimum metal pitch equals twice the metal width, and assuming that the

ic thickness above and below a metal line equals the thickness of the metal line,

owing equation can be used to estimate RC delay [8]:

2222
( )0 //42 TLPL += ρεε
 (1.1)(1.1)
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Where

R = total line resistance [Ohm];

ρ = metal resistivity [Ohm-m];

L = line length [m];

      Reducing the inter level die

reduce AC (dynamic) power con

constant of 4, is the standard diel

Figure 1.7: Gate and interconne

Al+SiO2 [7]

Many low-ε alternatives are bein

3.5), polymers (ε = 2.2 - 2.4) a

factor of 2 reduction in ε [4]. In
T = metal thickness [m];

C = total line capacitance [F];

P = interconnect pitch [m];
lectric constant (ε) will improve

sumption. Silicon dioxide (SiO2

ectric, which is used today.

ct delays as a function of feature

g investigated, including fluorin

nd aerogels (ε ~ 2.1), with the b

terconnect delay is directly propo
ε = dielectric constant;

ε0 = permitivity of free

space [F/m].
 interconnect delay and

), which has a dielectric
 size: Cu+Low-k versus

e-doped SiO2 (ε = 3.2 -

est, providing almost a

rtional to the dielectric
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constant, so being able to reduce ε from 4 to 2 can have a significant impact on overall

circuit performance.

      Copper is an attractive substitute for standard aluminum interconnects due to its lower

resistivity and improved electromigration resistance. The resistivity of pure Cu is 1.7

µOhm-cm compared to 3.0 µOhm-cm for Al - 0.5%Cu alloys typically used. Cu

interconnects have also demonstrated electromigration resistance in the order of 10x

better than Al interconnects [9]. As shown in Figure 1.7 only the use of Cu as a conductor

and low-k dielectric as the dielectric material can provide the significantly lower delay

time required for advanced circuits and save ~ 2 - 4 layers of interconnects [8].

Interconnects Reliability

      Modern IC metals use aluminum (Al) alloys with line widths, heights, and spacing

ranging from 1 µm down to a leading edge of 0.2 µm. Al interconnects are typically lined

on the top and bottom by a thin protective layer of tungsten (W) or titanium nitride (TiN)

metal, referred to as a liner, cap, or barrier metal. Advanced ICs may have seven levels of

metal and total number of vias can reach 100 millions [10]. Metal must be made without

defects and must not fail over time. One of the main reasons of metal line degradation is

electromigration (EM).  EM is the net movement of metal under the influence of electron

flow and temperature gradient. EM failure modes can be opens, bridges, or high series

resistance in the line. Figure 1.8 shows typical failure sites in chemical vapor deposited

(CVD) Cu lines. Many void-hillock pairs are widely distributed along the line, with a

distance of 10-20 µm separating the void and hillock in a pair [11].

      Metal failure due to EM is measured as the average time to failure (TF) of a group of

metal test structures and is estimated using Black's Law [12]:
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Where Ea is failure activation energy, k is Boltzmann's constant, T is temperature (K), je

is electron current density, and A is a technology-dependent constant. Historically, a DC

design rule kept je < 1 mA/µm2 [10]. Black's Law predicts that recent IC trends of high

operating temperature will weaken metal reliability. Ea is an indicator of metal quality,

identifying probable diffusion paths. Typically, Ea variation from 0.4 to 0.6 eV indicates

poor metal quality and that grain boundary diffusion may be dominant for that metal.

Measurements and calculations with pure Al crystals give Ea ≈ 1.48 eV [12].

Figure 1

current d

      New 

the die. 

mechanis

(1.2)( )kTEj
AT a

e
F /exp2=
.8: SEM micrographs of failure sites in CVD Cu lines stressed at 238 C with

ensity of 8 MA/cm2 [10].

IC package temperatures may be around T ≈ 100 C, with even hotter spots on

High operating temperature is significant, since diffusion is the transport

m for EM failure modes. The temperature at any location on the die is a
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function of the instantaneous circuit activity and its thermal impedance. Low-k dielectric

material is good for speed, but have poor thermal conductivity. High temperature is bad

for Al and Cu lines (Figure 1.9).

      Interconnect metals are dynamically sensitive to electron current density,

temperature, dissimilar material interface, and grain structure. The dominance of metal

structure in new IC designs makes this an exciting subject. Test engineers need

innovative techniques to detect these subtle metal defects.

Figure

The st

1.4 D

      T

form t
 1.9: Arrhenius plot of Time-to-Failure for (111) and (200) textures of CVD Cu.

ress current density is 8 MA/cm2 [10].

efect Classes in CMOS Circuits

his section presents data on the electrical behavior of defect classes, which then

he basis for an optimal test strategy. Three general categories of defect classes are
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bridge, open circuit, and parametric defects causing delay that may not be bridge or open

circuit defects.

Bridge Defects

      Bridge defects at transistor nodes, logic gate I/O, and power bus circuit hierarchies

may occur in a combinational or sequential circuit. Bridge defects include all defects and

failure mechanisms that cause unintended electrical connections across two or more

circuit nodes. Bridges have nonlinear or linear (ohmic) I-V properties with resistance

from near zero to > 1 MOhm [13]. Nonlinear bridge defects include most types of gate

oxide short, soft p-n junctions, and transistor punch-through. Ohmic shorts also occur in

IC patterning defects that leave "bridges" of metal (or polysilicon) and in certain forms of

gate oxide shorts. Bridge defect resistance is the dominant factor in bridge detection

methods. Correct Boolean functionality exists for signal node bridge defects when the

defect exceeds a critical resistance. Critical resistance is a function of the contending

transistor current drive strength and therefore varies with circuit design, logic input levels

to contending logic gates, and process variation. Critical resistance may lie in a range as

low as 10 Ohms to about 5 KOhms [13]. There are several bridge defect classes:

transistor node shorts, signal node to power bus, power bus to power bus, shorts inside of

logic gate, and shorts between two logic gates. The last kind of bridge defect is presented

in Figure 1.10 and it will be analyzed in details in the next two chapters. Typically,

voltage and current test methods are used for bridging fault detection.        
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Figure 1.
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ircuit Defect Class

n circuit defects are unintentional electrical discontinuities. They can cause

 that may be very difficult to predict. These defects include open contacts

 metal or unopened oxide), metallization opens (patterning, improper etching,

igration, or stress voiding), or opens in diffusion or polysilicon (mask or

n errors). Open circuit defect properties depend primarily on defect size, defect

 local electrical structure, and process variable.

re 1.11 shows the effect of defect location when the open circuit (node Vdef) is in

f a single transistor. The logic gate output voltage Vout is a function of the signal

the complementary transistor and the bias state of the defective transistor. This

as analyzed with test chip in [14]. An open to a single transistor allows strong

e coupling between the drain, gate, and the source. The single transistor open

entioned here has an Iddq increase in one logic state and is 100% detectable by
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Iddq test method. However, Open-drain and Open-source defects have the probability of

detecting using Iddq testing is rather low.

Figure 1.
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tric Delay Defect Class

ametric Delay Defects" defines a class of delay defects that typically is neither in

ory of bridges or opens, although many open and bridge defects cause delay. It

lt to detect the defects in this class. Defects cause delay in CMOS ICs in two

) weakening of logic levels, (2) alteration of parameters in signal transmission

h as via resistance, transistor threshold, W/L variation of MOSFET, etc.

re 1.12 (a) shows a 3-inverter circuit in which the logic level drive on node V1

kened by adjusting Vdd1 of the first inverter. Figure 1.12 (b) shows SPICE

n result of the increased propagation delay versus weak voltage drive on V1
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Figure 1.12: (a) - 3-inverter circuit with weak voltage at V1; (b) - additional propagation

delay time versus weak voltage for 3-inverter [13].

Iddq test method will detect this defect when the weak voltage drive gets into subthreshold

region since both transistor pairs will be in a conduction state. Parametric delay defect

detection with a Boolean delay fault simulator is possible in principle, but many defects

in this class are not detected by existing voltage sensing and delay test methods. This

defect class has either too low an error signal or too high a computational complexity

when all possible defect sites are considered. Estimated coverage for this class will

remain elusive until more creative test approaches are proven that can examine specific

defect sites, such as via integrity. Nontarget tests, such as at-speed Boolean methods, are

the available tests. Other tests, such as the transient power supply current test, Iddt, require

further research to describe their capabilities [15].

1.6 Conclusion

      Aggressive MOS transistor scaling is offering benefits in density, speed, and power.

Additional layers of metal are helping to meet the increasingly important need for

interconnect density and performance. New conductor and dielectric materials, as well as

improved device and circuit design techniques will be needed to meet future ULSI

(a) (b)
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interconnect requirements. However, the reliability of advanced material is not well

characterized yet. Thus there is increased risk that new failure modes will be discovered,

which require new reliability solutions and novel test-detection techniques. Increases in

transistor count and die size mean lower die yield and higher costs. Fast CMOS

technology scaling reduces the effectiveness of conventional test techniques such as logic

and current testing because of the reducing logic margin and defect-free leakage current.

In addition, design and testing for deep submicron circuits will be dominated by

interconnect delays, gate delays and leakage currents. Therefore, we will need to change

and improve the way we test chips.

      Controlling manufacturing and test equipment costs is a big challenge for the industry

as well as scaling transistors and interconnects. Process complexity, test and process

equipment costs are growing rapidly due to rigorous technical requirements and increased

operating frequency of advanced CMOS circuits. In this situation, the defect density

reduction and advanced test methods need to achieve economical die yields.
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Chapter 2: Current Testing of Bridging Faults: Possibilities

and Limitations

2.1 Iddq testing: Basic concepts

      A large class of frequent defects causes a significant increase of the quiescent current

in digital CMOS technologies with low supply quiescent current. This fact is the basic

principle allowing the discrimination between defective and non-defective chips by

comparing the current consumed by the chip with a pre-selected Iddq test threshold. If the

circuit under test (CUT) consumes less quiescent current than this threshold level the

CUT is accepted. Otherwise, it is rejected. In Figure 2.1, the quiescent current histogram

for the chips of a production lot is shown [16].

Figure

Note 

others

consu
 2.1: Iddq histogram of a fabrication lot.

that some defective chips show high consumption above the Iddq threshold whereas

 have acceptable reduced consumption. The detection of abnormal quiescent

mption requires special sensing circuitry to perform the required comparison. A
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wide spectrum of solutions is currently being used, ranging from off-chip sensors to built-

in current sensors (BICS). Off-chip sensors have advantages in terms of no area

overhead, nor delay degradation but their testing speed is limited and the detection of

defective devices is reduced as the chip size increases. Consequently, test engineers

should give careful consideration to the possible alternatives to decide on the best Iddq

testing strategy.

2.2   Bridging fault and its model

      A bridging defect appears when two or more lines are, in an undesired way,

electrically connected within an integrated circuit. The origin of a bridging defect may

appear during the process fabrication or may appear during circuit operation. Two

different bridging defect mechanisms can appear, independently of the origin of the

defect. The first type of bridge is the vertical bridging defect connecting the bottom layer

with the upper layer. The second type of bridge is the horizontal bridging defect

producing a connection between two nodes at the same layer.

      The bridging defect, typically, cannot be modeled by the stuck-at model approach,

since a bridge often does not behave as a permanent stuck node to a logic value [17]. In

technologies used in the past, some bridges were modeled as a wired-AND or as a wired-

OR function between the two or more undesired connected nodes [18]. In present CMOS

technology, this model can not be always applied because of the faulty node voltage

dependence on the topology of the resistive network for each input pattern. Bridging

defect has impedance value, which in general, is not purely resistive, however, most of

them present the resistive component as the predominant. The advanced bridging defect

model represents the fault as a resistive path connecting the two bridging nodes (see
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Figure 1.10 in chapter 1). The value of bridging resistance may vary significantly due to

the wide possibilities of the bridge mechanisms (gate oxide shorts, soft p-n junctions,

transistor punchthrough, physical bridge shorts) [19].

2.3  Iddq testing of bridging faults

      A bridging defect connecting two nodes within a particular CMOS circuit may

produce an abnormally high quiescent current consumption. The example in Figure 2.2

(a) illustrates two CMOS gates with a bridging defect connecting nodes nA and nB. In

order to create a high Iddq value, one condition must be satisfied as reported in [20]: the

bridging nodes have to be driven to opposite logic values. Depending on the resistance

value of the defect (Rb), the current consumption may vary (see Figure 2.2 (b), where nA

= 0 and nB = 1).

Figure 2.2: (a) Bridge connecting nodes nA and nB of two different CMOS gates and its

(b) Iddq consumption and (c) output node voltages [21].

The prediction of the logical effect of the defect is not needed for the Iddq test technique,

although it is useful to estimate the contribution to the quiescent consumption of the next

defect-free stages. However, the effect of the bridge on the output voltage of the defective

gates may present an intermediate value as shown in Figure 2.2 (c).



23

 In a combinational CMOS circuits, if the bridged nodes are not logically independent, a

feedback loop may appear in the defective circuit. The feedback may introduce memory

elements or ring oscillations depending on the number of logical inversions in the

feedback loop and depending on the transistor sizes driving the bridged nodes [22].

      In case of the bridge affecting a sequential circuit, the defect has been shown to be

able to invalidate an Iddq testing under certain conditions [23]. In these sequential

defective circuits, the bridging defect may cause the change of the memorized state in a

memory element and thus mask the controllability of the bridged nodes. To solve this

limitation, it was proposed Iddq testable flip-flop configurations [24].

2.4  Intrinsic Leakage Current in Deep Submicron CMOS Circuits:

Limitation of Iddq

      Technology scaling impacts on the testability of deep submicron CMOS integrated

circuits, causing high intrinsic leakage variables. This challenges the effectiveness of

current based test techniques such as Iddq testing. Table 2.1 compares MOSFET leakage

current (Ioff) for various technologies and shows the increasing leakage of smaller sized

deep submicron transistors. This data was obtained under room temperature. Higher

clock speed and reduced noise margins reduce coverage of Iddq and other current-based

testing methods. This is the serious problem for testing complex ICs like high

performance microprocessors.

      In this section, the main component of transistor leakage current is characterized -

weak inversion current, by simulating this current as a function of channel length,

threshold voltage, voltage supply and temperature. The simulation data was obtained



24

from n-MOSFET simulation in 2-D device simulator "Microtec" [26]. MOSFET

parameters, which were used for simulations, are given in Table 2.2.

Technology, µµµµm Vdd, V Tox, nm Vth, V Leff, µµµµm Ioff, pA/µµµµm

1.0 5 20 N/A 0.80 4.1E-4

0.8 5 15 0.60 0.55 5.8E-2

0.6 3.3 8 0.58 0.35 0.15

0.35 2.5 6 0.47 0.25 8.9

0.25 1.8 4.5 0.43 0.15 24

0.18 1.6 3 0.40 0.10 86

Table 2.1: Comparison of process technologies [25].

Substrate doping, cm-3 5 x 1015 (p - type)
Source/Drain doping, cm-3 9 x 1019 (n - type)
Vth adjusted doping, cm-3 1.8 x 1018 (p - type)
Punch - Trough doping, cm-3 5 x 1018 (p - type)
Leff/W, µm/µm 0.12/5
Gate oxide thickness, A 41

Table 2.2: n-MOSFET technology parameters used for n-MOSFET simulations.

Subtreshold (Weak Inversion) Leakage Current

      Weak inversion or subthreshold conduction current between source and drain in a

MOSFET transistor occurs when the gate voltage is below Vth. This current typically

dominates in modern device off-state leakage due to the low Vth [25]. MOSFET SPICE

Model Level 3 uses the following equation for subthreshold current calculation [27]:
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Where k is the process transconductance parameter (k = µ Cox); Vt is the thermal voltage

and η is the constant (typical values of η range from 1 to 2 for submicron MOSFETs).

Physically, η signifies the capacitive coupling between the gate and silicon surface. In a

common case, η depends on interface trap density capacitance (surface state capacitance,

Cit), gate oxide capacitance (Cox) and depletion layer capacitance (Cd). Since the gate

voltage of MOSFETs is reduced under voltage supply scaling, the depletion layer

capacitance is not constant and correction factor (η) is changed. Parameter η is defined as

[27]:
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here 2φs is the surface potential in a strong inversion mode, Vsb is the substrate voltage,

 is the body factor. The source-to-drain (subthreshold) leakage current as a function of

emperature and Vdd obtained from simulations is presented in Figure 2.3. The analyzed

-MOSFET has subtreshold leakage current ~ 0.5 nA at Vdd = 1.8 V and T = 25 C.

owever, the operating temperature of advanced microprocessors today is increased

ecause of the increased number of transistors in the chip. In this case, the defect free

OSFET may have leakage ~ 2 nA at 60 C and the effectiveness of current test methods

s reduced, because the pass/fail current limit is very difficult to detection. An interesting

echnique takes advantage of the temperature properties of the weak inversion current.

harges move across the channel in the weak inversion state by diffusion whose rate is

educed as temperature is lowered. A calculation using weak inversion model equation

howed that Ioff can be reduced by three to four orders of magnitude for Vth = 0.3 V if the

easurement temperature is reduced from 22 C to -55 C.  Hence the normal Iddq values of

sbsoxox VCC +
+=++=

φ
η

22
11



26

1 - 100 mA can be shrink to 100 nA - 10 µA for the Iddq testing [28]. However, low

temperature Iddq testing demands special test equipment.
Figure 2.3: The source-to-drain (subthreshold) leakage current as a function of

temperature and Vdd.

2.5 Conclusion

      Studies of large numbers of CMOS ICs for last 20 years shown that Iddq testing

improves the defect coverage and may detect unique failures, not detectable by any other

method. On the other hand, Iddq testing has also some intrinsic limitations:
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1) No DC consumption in the IC is allowed. This constrain requires special care by the

designer to avoid any high quiescent consumption in the IC which has to be disabled

when performing the Iddq test;

2) Slower test application time due to the wait for the Iddq level to settle and then perform

the sensing and the comparison of the current level with a Iddq test threshold value;

3) Yield loss due to the rejection of leaky IC's. In future deep submicron technologies, the

discriminability of defective and defect-free Iddq currents is expected to decrease and, as a

consequence, a new techniques will be required in order to avoid yield loss and, at the

same time, reject the defective circuits [16].

      However, the main problem of Iddq testing is the significant increase of non-defective

Iddq currents, when scaling down the technology will make the test for defective devices

more difficult. Especially in high performance circuits, which are typically high leaky

circuits, the defective chip Iddq current may have similar quiescent current as the defect

free. The mentioned limitations of Iddq testing stimulate the development of logic testing

approach for deep submicron CMOS ICs.
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Chapter 3: Impact of CMOS Technology Scaling on Bridging

Fault (BF) Detection in Sequential and Combinational CMOS

Circuits

 3.1 Introduction

       The IC manufacturing process involves a sequence of basic processing steps, which

are performed on sets of wafers. The outcome of manufacturing operations depends on

three major factors: the process route which describes the sequence of fabrication steps

and the process controlling parameters, the geometry of the fabricated IC, or layout and

some randomly changing environmental factors, called disturbances. The control of a

manufacturing operation is the set of parameters, which can be manipulated in order to

achieve some desired change in the fabricated IC structure. The disturbances are

environmental factors that cause variations in the outcome of a manufacturing operation.

      This chapter is devoted to the research of a common cause of failure in CMOS digital

ICs: the bridging fault (BF), which can be a major failure in ICs [29]. We describe the

main technological reasons of BFs in ICs and their influence on the physical behavior of

CMOS digital circuits. The parametric model of BFs was used to classify the BF

resistance values. This is a general model, which can also include transistor stuck-on and

stuck-at faults. We analyze the influence of BF on logic margin and logic swing of

CMOS sequential IC under different operating temperatures, power supply voltages and

frequencies and estimate the sensitivity of CMOS digital IC to BF under different

technological layout sizes  (0.25 µm, 0.35 µm, 0.5 µm, 1.5 µm). Combinational CMOS

benchmark 74X-Series Circuits was analyzed also for 0.25 µm and 0.35 µm technology.
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For each analyzed circuit we detected the value of critical resistance (Rb) and BF

resistance under which the logic levels are reduced at 10% from the standard level. These

values were detected for different operating temperatures, voltage supply values and

technological feature sizes. DC and AC analysis methods were used for the estimation of

critical resistance values in a circuit. In the case of AC method the circuit simulation was

carried out on operating frequency, which reached 60 - 70% of the maximum value for

the given technology.

      The trend projections of design and test characteristics are regularly published in the

National Technology Roadmap for Semiconductors [30]. This review shows that in this

decade transistors will scale down to 0.07-micron geometry, enabling the manufacturing

of large memories and microprocessors. Another important factor is the increasing

number of metal layers. It influences on the types of tests and defect screening methods.

The design and test for deep submicron IC will be limited by interconnects. Downsizing

of components in ULSI scaling has continuously driven the progress of ULSI capabilities

in terms of information processing density and complexity.

      The first problem is the development of new fault models. The experimental data

shows that there are many new failure modes in deep submicron space, where metal lines

are becoming narrow and spacing is becoming smaller. Some of these failure modes are

inductive and capacitive. Because the dielectric constants are not improving fast enough,

capacitive coupling effects dominate the interconnect delay.

      A new technology processes (for example, the process of magnetron sputtering of

complex metal films Al-Ti-Si) influences on the metal layer properties for signal wiring

and increases probability of BF defects in the connecting lines. The second problem is the
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fault localization. For instance, a microprocessor contains over five million transistors

and five levels of wiring in a 196-mm2 area [31]. But the size of nickel particle, which

can cause a short between two nodes, may be a 0.3 x 0.4 µm. The failure analysis would

locate and identify this defect, knowing only its electrical effects on the chip. Figure 3.1

illustrates the projected increase in device complexity versus the projected decrease in

minimum defect size, both relative to 1995 levels. The complexity is the sum of the

number of transistors and the total wiring length on the chip [31].

      The decreasing of minimum defect size has the influence on accuracy of yield

models, which are used to determine the probability that a manufactured semiconductor

device performs its function correctly. The problem with the concept of the critical area

as a function of the defect size is that the defect size is a random variable and therefore

the critical area is a random variable, as well. A typical distribution of the defect size is

such that the vast majority of defects have small sizes, but the density of defects is

sharply increased with the decrease of the defect size. But on other hand, small defects

may, or may not cause failure. Consequently, inadequate estimation of the critical area

for ultra deep submicron (UDSM) technology may lead to a large error in yield

estimation. As a result of technology scaling of MOS transistor dimensions, transistor

characteristics can not be accurately modeled using the classical approach without

recourse to a large number of empirical parameters. Various physical effects must be

considered for UDSM modeling, such as quantization of the immersion layer carrier,

mobility degradation, carrier velocity saturation and overshoot, and vertical and lateral

doping profiles.
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      In this chapter, we show that the scaling of technology not only increases the

sensitivity of IC to bridging defects but also their detection becomes harder. Thus using

AC test method of BF defects is important for high performance testing of complex ICs.

Figure 
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3.1: Projected increases in relative complexity versus minimum defect size.

e Description of the Analyzed Circuit

 analyzed the electrical effects of a resistive short located between two chains of

OS flip-flops and one inverter. The first chain had a steady high level state flip-

d inverter (constant logic level «1») and the second chain had a steady low level

ip-flop and inverter (constant logic level «0»), as shown in Figure 3.2. This is a

alysis technique, which analyses the static behavior of circuits. AC analysis
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technique analyses the dynamic behavior of circuits when both the data and clock signals

are changing together. We used this method for evaluation of BF defects influence on

circuit operating in a dynamic mode. The schematic of static D-flip-flop, which was used

in analyzed circuit, is presented in Figure 3.3.
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igure 3.2: The electrical circuit for a bridging fault analysis (DC analysis).

    All simulations were carried out in the HSPICE environment in CADENCE. This is a

ecial model, which includes the mobility degradation, velocity saturation and other

ort channel effects of transistor operation. We performed circuit simulation for 0.25,

.35, 0.5 and 1.5 µm CMOS technology.

.3 Bridging Fault Analysis in Sequential CMOS ICs

    The first step was to detect the maximum operating frequency of analyzed circuit for

ur different CMOS technologies.  Dimensions of transistors used for the simulations

re shown in Table 3.1. We chose dimensions of transistors so that the ratio of width and

ngth of n-channel and p-channel transistors are approximately similar for each

chnology.
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      We did not try to optimize the dimensions of transistors for the receiving of

maximum possible frequency. The maximum operating frequency (f max) of analyzed IC

with traditional dimension of transistors was defined for each technology. The operating

clock frequency (f operating) was chosen as (0.5 - 0.7) * f max, because we assumed that the

circuit operated robustly at this frequency. The calculated results of maximum and

operating frequencies are represented in Table 3.2.
Figure 3.3: Schematic of static D-flip-flop, which was implemented in analyzed circuit.

T

CMOS
technology

The size of n-MOS
transistor, Kn = (W/L)

The size of p-MOS
transistor, Kp = (W/L)

The ratio
coefficient:
K = Kp/Kn

0.25 µm 2.6 µm/0.25 µm = 10.4 4.4 µm/0.25 µm = 17.6 1.69
0.35 µm 6.3µm/0.35 µm = 18 10.8µm/0.35µm = 31 1.7
0.5 µm 6.8µm/0.6 µm = 11 10.8µm/0.6µm = 18 1.64
1.5  µm 16.5µm/1.5 µm= 11 27µm/1.5µm = 18 1.64
able 3.1: Dimensions of transistors used for the simulations.
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      The technology scaling improves circuit performance by reducing capacitance and

potential swings. When ideal scaling is applied, all horizontal and vertical dimensions of

transistors are scaled down by 1/S (S>1 - scaling factor), parasitic gate capacitance

(Cg=[εox*W*L]/tg ox) decreases by 1/S and intrinsic gate delay improves by 1/S. This fact

explains the increasing of CMOS IC operating frequency as a result of the reduction of

feature size.
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CMOS technology Maximum frequency, f max,
MHz

Operating frequency,    f
operating, MHz

0.25 µm 2100 1500

0.35 µm 1350 750

0.5 µm 1050 650

1.5  µm 400 250
able 3.2: Frequencies used for the simulations of IC with BF fault.

     The next step of our research was the DC simulation of CMOS circuit (Fig. 3.2) when

he resistor value was changed from 0Ω to 100 KΩ. For this simulation, data is fixed and

lock is toggled at f operating in order to excite the bridging fault. We did simulations for

hree different conditions: 1) normal operating conditions - temperature T=25 °C, voltage

upplier Vdd=2.5V (for 0.25 µm technology), Vdd=3.3 (for 0.35 and 0.5 µm technology)

r 5 V (for 1.5µm technology); 2) best operating conditions - T=0 °C, Vdd=2.65, 3.5 or

.3 V; 3) worst operating conditions - T=85°C, Vdd= 2.35, 3.1 or 4.7 V.  On the basis of

C simulations, we plotted the dependence of logic swing and logic margin on the value

f bridging resistor "R". These dependencies are shown in Figure 3.4 for 0.25 µm CMOS

echnology. From the plots we defined the value of resistance for each technology and

ach condition of circuit operation in which the logic level "0" or "1" is reduced by 10%
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from nominal value. Typically, the degradation of logic levels less than 10% is not

identified as a logic error. The obtained results are given in Table 3.3 and Figure 3.5.

When the resistance of the MOSFET channels becomes very small the Vdd predominantly

drops on the BF resistor, because RNMOS and RPMOS are very small (BF resistor, RNMOS

and RPMOS are connected in series). The resistance of most defects is independent of the

voltage applied (typically, BF resistance is less than 10 KOhm [13]), but the MOS

transistors channel resistance is a function of Vgs and Vds voltages.

Figure 3.4: Logic swing (a) and logic margin (b) for 0.25 µm technology.
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CMOS
Technology

Best Conditions Normal Conditions Worst Conditions

0.25 µm 1.2 KΩ 2.1 KΩ 2.7 KΩ

0.35 µm 1.5 KΩ 2.5 KΩ 3.4 KΩ

0.5 µm 2.2 KΩ 3.0 KΩ 4.1 KΩ

1.5  µm 4.2 KΩ 5.0 KΩ 5.9 KΩ
(a)
able 3.3: BF resistance values for differen

ogic levels are reduced by 10% from nomi
(b)
ce technologies and conditions on which the

nal value (DC analyses method).
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Figure 3.5: R10% vs. different technologies and conditions (DC analysis).

This fact may explain the dependence of critical BF resistance value on disturbance of

applied voltage supply. MOS transistor characteristics are strongly temperature

dependent. The variation of channel conductance with temperature is due to the variation

of the threshold voltage and the inversion layer mobility. The channel conductance is

defined by the expression: G = µeff * [W/L]*Co*(VG-Vth) [27]. The temperature

dependent terms in G are the effective inversion layer mobility µeff and the threshold

voltage VTh. MOSFET transistor generally is operating in the strong inversion mode,

where an increase of the operating temperature results an increase in the channel

resistance. This fact may be explained by the dependence of critical BF resistance value

on variation of operating temperature. The data in Table 3.3 shows that the transistors are

becoming weaker with technology scaling, because a smaller defect resistance in smaller

geometry causes 10% reduction in the swing.
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      The last step of our research was the parametric simulation of CMOS circuit under AC

conditions (dynamic behavior). In this case both data and clock are changing together.

Clock signal had frequency as shown in Table 3.2 (see operating frequency). Data signal

parameters were chosen from the circuit robust operating condition. Typically the data

signal frequency was 0.5 * f max (clock signal). We defined the critical BF resistance

values when output signals of the circuit were totally degraded (circuit did not function).

The obtained results are given in Table 3.4 and Figure 3.6.

      Typically, the output voltage of the circuit is stable for high defect resistance but it

significantly degrades when the resistance is lower than a certain value. The resistance

value where the voltage response crosses Vdd/2 is called critical resistance. Usually the

output voltage is changed between Vth (or Vdd- Vth) and Vdd/2. In other cases, reducing

BF resistor value more than threshold value results in a logic error and we accepted this

value as critical resistance also.
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[

CMOS
technology

Best Conditions Normal Conditions Worst Conditions

0.25 µm 900 Ω 1100 Ω 1800 Ω
0.35 µm 700 Ω 750 Ω 950 Ω
0.5 µm 470 Ω 580 Ω 690 Ω
1.5 µm 450 Ω 550 Ω 660 Ω
able 3.4: Critical resistance values for different technologies and conditions (AC

nalysis method).

     The explanation of these results is not trivial. Probably, due to transistor scaling we

bserve two different processes. On one hand, the IC sensitivity to BF defects is

ncreased (see the results of AC analysis in Table 3.4). It means that the interval

0:Rcritical], when circuit does not work properly is increased under technology scaling.
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e preliminary results of technology scaling impact on BF defects in inverter chain were

wn in [32]. On other hand, the downsizing of components in CMOS ICs provides

provement for gate delay [7] (see Figure 1.7). The total delay (gate and interconnect

ay) is reduced while the scaling of feature size does not achieve of 0.25 µm

hnology. In this case the BF delay has the crucial impact on the circuit robustness and

it is increased with technology scaling (AC conditions). For long channel technologies

 gate and interconnect delay dominates and role of BF delay is not so important. It

y be the reason of partial compensation of logic levels degradation (as a result of BF

luence) and the increase of CMOS IC robustness (critical resistance values for 0.5 µm

hnology and 1.5 µm technology are not very different).

 Bridging Fault Analysis in Combinational Benchmark CMOS ICs

  The simple example of combinational benchmark CMOS ICs is a 74X-series circuit.

e ISCAS-85 circuits are well-defined and high-level structures and functions are based

 common building blocks such as multiplexers, ALUs, adders and decoders. Structural
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blocks for ISCAS-85 and ISCAS-89 circuits are successfully used in 74X-series circuit

[33]. For instance, part of the ISCAS-85 c3540 circuit realizes the same logical and

arithmetic functions as the 74181 ALU/function generator. Because the common 74181

ALU has a CLA (carry-look ahead) generator module, it is not surprising to find a similar

module in the c880 (8-bit ALU). By this reason we choose the 74X-series circuits as the

object of our research. The following circuits were tested: 74182 (4-bit carry-look ahead

generator), 74283 (4-bit adder) and 74181 (4-bit ALU). The gate-level schematic for

these circuits is presented in Figure 3.7.

(a) 74182 circuit Gate-Level Schematic
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Figure 3.7: Gate-level 

(b) 74283 circuit Gate-Level Schematic
 (c) 74181 circuit Gate-Level Schematic
schematic of used 74X-series circuits.
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      The electrical circuit for a BF influence analysis in 74X-series circuits was the same

as for sequential circuit (see Figure 3.2). But we substituted flip-flops on combinational

benchmark circuits, which were created on the basis of standard logic gates library in

Cadence. The maximum and operating frequencies (60-70 % from the maximum value)

was detected for 0.35 µm and 0.25 µm technology. The calculated results of maximum

and operating frequencies have shown in Table 3.5. The method of critical resistance

value detection and resistance value detection under which the logic levels degraded to

10% from the nominal value for different operating temperature, voltages supply and

feature technology size is described in section 3.2 and 3.3 of this chapter. The detected

resistance values for case of DC analyses (R10% values) are shown in Table 3.6, Table 3.7

and Figure 3.8. R critical values in these tables were found under AC conditions.
Kind of Circuit Statistics Maximum
frequency

Operating frequency

74182 : 4-bit carry-
look-ahead
generator

9 inputs; 5 outputs;
19 gates;
test vector:
000001111

0.35 µm technology:
300 MHz
0.25 µm technology:
450 MHz

0.35 µm technology:
200 MHz
0.25 µm technology:
250 MHz

74283 : 4-bit adder 9 inputs; 5 outputs;
36 gates;
test vector:
011110000

0.35 µm technology:
300 MHz
0.25 µm technology:
450 MHz

0.35 µm technology:
200 MHz
0.25 µm technology:
250 MHz

74181 : 4-bit ALU 14 inputs; 8 0.35 µm technology: 0.35 µm technology:
Table 3.5: Operating frequencies used for the simulation of combinational benchmark

CMOS ICs with BF defect.

outputs;
61 gates;
test vector:
01010000111101

300 MHz
0.25 µm technology:
450 MHz

200 MHz
0.25 µm technology:
300 MHz
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Kind of
Circuit

Normal Conditions Best Conditions Worst Conditions

74182 :
4-bit
CLA

R (10%) = 15.8 KOhm
R critical = 1150 Ohm

R (10%) = 13.7
KOhm
R critical = 1040 Ohm

R (10%) = 17.5
KOhm
R critical = 1270 Ohm

74283 :
4-bit
adder

R (10%) = 16.3 KOhm
R critical = 660 Ohm

R (10%) = 14.1
KOhm
R critical = 580 Ohm

R (10%) = 18.0
KOhm
R critical = 780 Ohm

74181 : R (10%) = 16.7 KOhm R (10%) = 14.5 R (10%) = 17.5
able 3.6: DC and AC analyses of BF in 74X-Series Circuits (0.35 µm technology).

4-bit
ALU

R critical = 920 Ohm KOhm
R critical = 850 Ohm

KOhm
R critical = 1020 Ohm
Kind of
Circuit

Normal Conditions Best Conditions Worst Conditions

74182 : 4-
bit CLA

R (10%) = 14.9 KOhm
R critical = 1300 Ohm

R (10%) = 12.8
KOhm
R critical = 1130 Ohm

R (10%) = 16.2
KOhm
R critical = 1380 Ohm

74283 : 4-
bit adder

R (10%) = 15.3 KOhm
R critical = 890 Ohm

R (10%) = 13.2
KOhm
R critical = 780 Ohm

R (10%) = 16.7
KOhm
R critical = 930 Ohm

74181 : 4- R (10%) = 10.5 KOhm R (10%) = 9.4 R (10%) = 11.1
able 3.7: DC and AC analyses of BF in 74X-Series Circuits (0.25 µm technology).

      These results indicate that the sensitivity of both combinational and sequential circuits

o BF defects are increased under technology scaling and deterioration of operating

onditions (because the interval [0:Rcritical], when circuit does not work, is increased in

hese cases). BFs can result in the same kind of effect as delay faults. Typically, the delay

f circuit with BF defect is higher than fault-free circuit [34]. This fact may explain why

he circuit becomes more sensitive to BF defect in case of AC analysis.

bit ALU R critical = 1140 Ohm KOhm
R critical = 1060 Ohm

KOhm
R critical = 1170 Ohm
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(a) Rcrit and R10% vs. technology and conditions (4 bit Adder).
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R10% vs. different technologies (4 bit CLA) - DC 
analysis
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(b) Rcrit and R10% vs. technology and conditions (4 bit CLA).
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R10% vs. different technologies (4 bit ALU) - DC 
analysis
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(c) Rcrit and R10% vs. technology and conditions (4 bit ALU).

Figure 3.8: Rcrit and R10% vs. technology and conditions for combinational benchmark

CMOS circuits.
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Bridging Fault (BF) Detection inside of Combinational Benchmark CMOS Circuits

      The same combinational benchmark CMOS circuits (4 bit Adder and 4 bit CLA) were

investigated. However, in this case 10 bridging shorts were inserted inside of each

analyzed circuit. Initially all resistances were made equal to 100 MOhms in order to

ensure that the faults do not cause any logic malfunction and the circuit operates under

normal condition. Because the analyzed circuits were benchmark circuits, we had the

necessary test vectors for each of BF detection [35]. Initially these vectors were used to

excite the circuit and the outputs were noted for normal operating condition. Next, each

BF was made equal to 0 Ohms one at a time and test vectors were applied. We noted the

input vector and the output net that detected the change in logic functionality. Thus, for

each BF the input test vector that detects the fault and an output net that shows a logic

change because of the BF were found. The following parameters were estimated in this

investigation:

- Rvdd/2 is defined as the minimum resistance under steady DC inputs conditions below

which the circuit always shows a logic malfunction. This is the critical BF resistance

under DC conditions.

- Rcrit is defined as the minimum resistance, which circuit does not operate properly

under AC conditions or has 50% increase in propagation delay.

The results of simulations are presented in Figure 3.9.

3.5 Conclusion

      In this chapter we have shown that the sensitivity of CMOS IC to BFs is increased

with the reduction of feature size of IC, voltage supply and the increase of operating

temperature. Because the critical resistance value of BF (the resistance above which the
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defect cannot be detected) is reduced in case of DC conditions, as our research shows, the

problem of CMOS ICs testing becomes more complicated.
RVdd/2 Resistance distribution - DC analysis
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Figure 3.9: Critical resistance distribution.

Rcrit Resistance distribution - AC analysis

0
500

1000

1500
2000
2500
3000

3500
4000

1 2 3 4

2: Min; 3: Average; 4: Max

R  
cr

it
, O

hm 0.35 tech.
0.25 tech.



48

This resistance depends on the maximum frequency that a given test can measure. Many

tests run at a base test cycle frequency that is substantially less than the systems clock

frequency. The defect impact on normal circuit operation depends on its operating

frequency; thus, the critical defect has another resistance (higher) associated with

operating frequency.  Unfortunately, bridging defects are not 100% detectable by IDDQ or

Boolean methods only. In our research we used the DC and AC voltage test method

(parametric method), which can successfully supplement the existing test methods of BF

in CMOS ICs. The following conclusions were obtained from the analysis of external BF

behavior in sequential and combinational CMOS circuits:

1) Rcrit (AC conditions) values are changed in a wide range from 100 Ohm to almost

4000 Ohm and it is very difficult to predict the value of critical resistance;

2) Rcrit (AC conditions)  and R10% (DC conditions) are increased as Vdd is reduced;

3) Rcrit (AC conditions) and R10% (DC conditions) are increased with increase of

operating temperature;

4) BF coverage may be increased at low Vdd and high temperature during logic testing.

The following conclusions were obtained from the analysis of internal BFs behavior in

combinational CMOS circuits:

1) Rcrit (AC analysis) > Rvdd/2 (DC analysis), because delay faults precede the total logic

failure;

2) Rvdd/2 (DC analysis) is reduced under technology scaling. It means that the interval of

bridging resistor values when circuit does not work properly is reduced and

consequently the effectiveness of DC voltage testing is reduced;
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3) Rcrit (AC analysis) increases with technology scaling. Hence, the voltage testing at the

maximum operating frequency may increase the BF coverage in combinational

CMOS circuits.

The obtained results were presented in [36,37].
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Chapter 4: Impact of CMOS Technology Scaling on Bridging

Fault (BF) Modeling

4.1 Introduction

       BF detection methods can broadly be classified into the current monitoring and logic

test methods. The current monitoring method (Iddq method) has been effective in

detecting BF in CMOS technologies [38]. However, owing to increased number of

transistors and increased sub-threshold leakage with technology scaling make it difficult

to detect BFs in deep sub-micron VLSIs with current measurement. Several researchers

predicted that defect and defect-free currents for scaled devices will have similar

distribution [16,39].

      On the other hand, voltage testing is the predominant test methodology. Studies show

that low resistive BFs can be detected by logic testing if voltage at a node affected by BF

is close to faulty voltage level. Ferguson and Shen [40] extracted and simulated CMOS

defects using Inductive Fault Analyses (IFA) techniques. Stuck-at fault (SAF) model

performed rather poorly in modeling extracted BF, only 73% - 89% BFs were detected by

SA based test patterns.  On the other hand the fault coverage of extracted BF by

exhaustive test set was relatively high. In another study, Storey and Maly [38]

demonstrated similar results. The SAF testing could detect only 80% of the BFs in an 8:1

multiplexer. However, Iddq could detect all the bridging faults.

      Resistance of BF plays a significant role in its detection. As the resistance of a BF

increases, its detection becomes difficult. Vierhaus et al. [41] investigated the impact of

defect resistance on CMOS combinational logic.  Their analysis resulted in similar

conclusions.  For high resistive bridging faults voltage testing was inadequate and delay
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fault testing improved coverage. However, authors concluded that zero defect testing is

impossible without Iddq testing.  Maiuri and Moore [32] extended this work by including

impact of technology scaling on BF detection. They analyzed BFs in three different

technologies. The results of their analysis show that with the scaling of technology the

range of defect resistance for which, defects are not detected, is increasing.

      Several researchers investigated test pattern generation techniques for BFs [42,43].

Chess and Larabee [42] described a system for simulating and generating tests for BFs.

Their system could detect at least 98.32% of BFs in ISCAS-85 combinational benchmark

circuits. In this study authors assume the resistance of BFs to be low. Recently, Lee et. al.

[43] further investigated test pattern generation technique for BFs. An automatic test

pattern generation (ATPG) algorithm was developed for faults that are logic testable. A

built-in intermediate voltage sensor (BIVs) was embedded in chip for BFs that generate

intermediate voltages.

      Randomly placed bridging faults are a serious problem in CMOS processes. As

technology advances to smaller geometry, more metal layers, reduced design margins and

higher frequencies, the effects of these defects will grow in complexity, increasing the

variety of bridging behavior we need to detect. Hence, the motivation of this research is

to assess the impact of technology scaling on bridging fault detection. Theoretical

analysis and HSPICE simulations carried out in four different technologies (0.18 µm,

0.25 µm, 0.35 µm, 0.8 µm) show that the detection of BFs is becoming increasingly

harder with technology scaling.  Fast and accurate calculations of the intermediate

bridging voltages on the basis of BF model are presented in this chapter.
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4.2 Description of the Analyzed Circuit

      Electrical effects of a resistive short located between two CMOS inverters (Figure

4.1) were analyzed. The modeling and simulations of BF was done under DC conditions.

Inputs of two inverters are kept at logic levels "0" and "1" respectively.

Figure 4.1: Circuit 

      The voltages at

this analysis repre

simulations. We u

Microelectronic Co

technologies are lis

used from [43].
for bridging fault (BF) modeling.

 intermediate nodes are calculated as a function of BF resistances. In

sentative values of a given technology parameters are used in

sed four different technologies available for us from Canadian

rporation (CMC) technology files. Transistor parameters for different

ted in Table 4.1. Device parameters for 0.8 µm CMOS technology are
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Parameter 0.8-µµµµm
technology

0.35-µµµµm technology 0.25-µµµµm technology 0.18-µµµµm
technology

Vdd, V 5 3.3 2.5 1.8
Vtn, V 0.75 0.56 0.42 0.47
Vtp, V -0.9 -0.75 -0.6 -0.44
Kn, (µA/V2) 101.05 148.3 212 224
Kp, (µA/V2) 32.71 54.5 60 69.4

Table 4.1: Transistor parameters for different CMOS technologies.
4.3 Transistor Operating Modes

In Figure 4.1 let us assume that Vin1 = 0V and Vin2 = Vdd and BF resistance is

significantly large. In this case the transistors N1 and P2 are in cut off mode and we have

Ip1 ≈ In2 ≈ IRsh, where Ip1 is the source-drain current of transistor P1 and In2 is the drain-

source current of transistor N2. Conversely, if Vin1 = Vdd and Vin2  = 0 V, the transistors

N2 and P1 are in cut off mode.

Theoretically, P1 and N2 transistors can have four possible operating modes:

-     P1 saturation and N2 saturation;

- P1 linear and N2 saturation;

- P1 saturation and N2 linear;

- P1 linear and N2 linear.

For transistor P1 to be in saturation, following condition should hold:

V01 - Vdd> Vin1 - Vdd - Vtp.

If transistor P1 is in the linear region then V01 > Vtp. Similarly, we can describe

operating modes for N2. For example, transistor N2 is in saturation mode if V02 - 0 > Vdd

- Vtn and it is in linear mode if V02 < Vdd - Vtn. The calculated voltage ranges for each

operating mode and four different CMOS technologies are shown in Table 4.2. In order

to calculate the voltages at V01 and V02 nodes, we describe the MOSFET DC model. At
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0.8 µµµµm CMOS
technology, [43]

0.35 µµµµm CMOS
technology

0.25 µµµµm CMOS
technology

0.18 µµµµm CMOS
technology

P1
(V01)

N2
(V02)

P1
(V01)

N2
(V02)

P1
(V01)

N2
(V02)

P1
(V01)

N2
(V02)

Saturation
(< 0.9 V)

Saturation
(> 4.25 V)

Saturation
(< 0.75
V)

Saturation
(> 2.74 V)

Saturation
(< 0.6 V)

Saturation
(> 2.08
V)

Saturation
< 0.44 V

Saturation
> 1.33 V

Linear
(> 0.9 V)

Saturation
(> 4.25 V)

Linear
(> 0.75
V)

Saturation
(> 2.74 V)

Linear
(> 0.6 V)

Saturation
(> 2.08
V)

Linear
> 0.44 V

Saturation
> 1.33 V

Saturation
(< 0.9 V)

Linear
(< 4.25 V)

Saturation
(< 0.75
V)

Linear
(< 2.74 V)

Saturation
(< 0.6 V)

Linear
(< 2.08
V)

Saturation
< 0.44 V

Linear
< 1.33 V

Linear
(> 0.9 V)

Linear
(< 4.25 V)

Linear
(> 0.75
V)

Linear
(< 2.74 V)

Linear
(> 0.6 V)

Linear
(< 2.08
V)

Linear
> 0.44 V

Linear
< 1.33 V

Table 4.2: Transistor operation conditions for different CMOS technologies.
At this stage we consider the long channel model (the SPICE MOS Level 1 model).

The first order model is based upon following assumptions [44]:

i) Gradual channel approximation is valid.

ii) Hole current can be neglected (for n-MOS).

iii) Recombination and generation are neglected.

iv) Current flows in the y direction (along the length of the channel) only.

v) Carrier mobility µµµµ in the inversion layer is constant in the y direction.

vi) Current flow is due to drift only (diffusion current is neglected).

vii) Bulk charge Q is constant at any point in the y direction.

The following equations describe the drain current of the transistor for different operating

regions:

1) cut-off  region: (Vgs ≤ Vth), Ids = 0;
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2) linear region: (Vgs >Vth, Vgs ≤ Vdsat),

Ids = β (Vgs - Vth -0.5 Vds) Vds;

3) saturation region: (Vgs >Vth, Vgs > Vdsat),

Ids = β/2 (Vgs - Vth)2 (1 + λVds),

where λ is the channel length modulation parameter and β is the gain factor, w

defined as β = K* (W/L) and K = µ Cox is the process transconductance parame

Table 4.1 for values of this parameter for different technologies). Typically, λ

between 0.05 - 0.001 V-1 [44]. Table 4.1 has Kn and Kp for different CMOS techno

      The data in Table 4.2 can be analyzed to simplify the analysis for a given tech

For example certain operating modes are impossible and some other modes are u

The impossible mode is shaded dark while unlikely modes are shaded lightly i

4.2.

1) P1 Saturation and N2 Saturation case

This mode requires V01 > V02 for all technologies. For 0.18-µm technology, V01 <

(Vtn) and V02 > 1.33 V (Vdd - Vtn). This condition contradicts the V01 > V02 co

hence it is not possible.

2) P1 Linear and N2 Saturation case

Using the condition Ip1 ≈ In2 ≈ IRsh and equations for the drain current of transi

these operating regions (Eq. 4.1 and Eq. 4.2), we have Eq. 4.3 and Eq. 4.4. Divid

3.3 by Eq. 4.4 and by substituting specific parameters in 0.8 µm CMOS techno

[43] Eq. 4.5 and Eq 4.6. In the Eq. 4.6 were obtained, Wp1 and Lp1 are channel wi

length for P1 transistor; Wn2 and Ln2 are channel width and length for N2 tra
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Transistors size ratio more then 9.99 is seldom used for most logic circuits, hence this

condition is very unlikely.

3) P1 Saturation and N2 Linear case

The similar technique may be used for P1 Saturation - N2 Linear transistor modes. From

Table 4.2 for 0.8 µm CMOS technology it follows that V01<0.9V and V02<4.25V.  Using

a similar derivation in the previous case, Eq. 4.7 and Eq. 4.8 were obtained. Typically,

the transistors size ratio in CMOS digital circuits lie between 2 and 3 for equal noise

margin or balanced rise/fall times.

4) P1 Linear and N2 Linear case

Because Ip1 ≈ In2 ≈ IRsh, the voltage drop across the Rsh is described by two equations (see

Eq. 4.9). Since both equations are nonlinear, the general approach to solving this kind of

problem is by iteration, i.e. first guessing a solution and then successively refining it. The

method of approximated solution of this case is described in [43] for 0.8-µm technology

and we used it for other technologies. Dimensions of transistors, which were used for the

BF modeling and simulation in HSPICE, are shown in Table 4.3 and required transistor

parameters are shown in Table 4.1.

CMOS technology The size of n-MOS
transistor,
Kn = (W/L)

The size of p-MOS
transistor, Kp =
(W/L)

The ratio
coefficient:
K = Kp/Kn

0.8 µm [43] 2 µm/1 µm= 2 4 µm/1 µm = 4 2.0

0.35 µm 0.8µm/0.35 µm =
2.29

1.96µm/0.35µm = 5.6 2.44

0.25 µm 0.8 µm/0.25 µm =
3.2

1.64 µm/0.25 µm
= 6.56

2.05

0.18 µm 0.58 µm/0.18 µm =
3.2

1.5 µm/0.18 µm = 8.3 2.6

Table 4.3: Transistor dimensions used for the BF simulation and modeling.
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For 0.8-µm technology, the following results were obtained in [43]:

         V01 = [4.51Rshort + 6133] / [3027 + Rshort]

         V02 = 3.29 - 0.62 V01

Using a similar approach following expressions for 0.35-, 0.25- and 0.18- µm

technologies were obtained:

For 0.35-µm technology we have

          V01 = [3.24 Rshort + 5000] / [3761 + Rshort]

          V02 = 2.15 - 0.63 V01

For 0.25-µm technology we have

          V01 = [2.24 Rshort + 604.7] / [720.7 + Rshort]

          V02 = 1.2 - 0.43 V01

For 0.18-µm technology we have

          V01 = [1.57 Rshort + 675] / [955.3 + Rshort]

          V02 = 1.09 - 0.54 V01

These equations were used to calculate bridging intermediate voltages V01 and V02 for a

BF between two inverters.

      HSPICE simulations of analyzed circuit (Figure 4.2) for 0.35 µm, 0.25 µm and 0.18

µm CMOS technologies show that P1 and N2 transistors are operating in Linear - Linear

modes in a wide configuration interval (Eq. 4.14), which cover all real MOSFET

� (4.12)

� (4.11)

� (4.10)

� (4.13)
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applications in digital circuits. Rshort was set to 100 KΩ under circuit simulations for

defect free case emulation.
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.4 Correlation between Technology Parameters and Bridging Fault

F) Behavior in CMOS Circuits

    As the technology scales, several short channel effects influence the drain current. In

ur long channel model following four parameters are affected by the technology scaling.

hese parameters are listed as follows:

 Carrier mobility µµµµ in the channel

) Gate oxide capacitance

i) Supply voltage

) Threshold voltage

    Figure 4.2 illustrates the effective electron mobility µµµµ as a function of channel length

5]. As it is apparent from the graph, the mobility degrades with reduced channel length.

he process trans-conductance parameter (K) is suitably modified to include this effect

ee Table 4.1). Similarly, the impact of change of gate oxide capacitance on K is also

cluded in the model. Figure 4.3 shows the Cgate/Cox ratio as a function of oxide

ickness [45]. Here Cgate is the total transistor gate capacitance per unit area while Cox is

ansistor thin oxide capacitance per unit area. In this analysis, constant electric field

aling is utilized for scaling of sub-micron devices. Therefore, power supply voltage,

dd, is also scaled with technology.  The reduced Vdd voltage results in lower power

issipation as well as enhanced reliability. The transistor threshold voltage is also
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reduced proportionally in order to maintain high switching speed. Table 4.1 illustrates

these parameters for different CMOS technologies.

Figure 4.2: 

gate voltage

      In accor

technologies

resistance R

4.4 (a) and

results. The

found to be 

      In our 

corresponds

approximate
Experimental variation of µµµµn as a function of channel length, for different

s [47].

dance with equations for V01 and V02 (section 4.3) for different CMOS

, voltages at nodes V01 and V02 were plotted for various values of bridging

sh. These results were compared with the simulated results in HSPICE. Figure

 (b) illustrate the comparison of calculated as well as HSPICE simulated

 average discrepancy between simulated results and that of the model was

16%.

investigation we assumed that the critical value of BF resistance (Rcrit)

 to Rsh that result in degradation of nominal logic levels by (Vtn + |Vtp|),  (i.e.

ly 40% of Vdd for different technologies).
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Figure 4.3: G

n+ - polysilico

)

ate capacitance to oxide capacitance, as a function of oxide thickness and

n gate doping concentration [48].
(a
 (b)
Figure 4.4: Output voltage levels (V01 and V02) vs. bridging resistance (the applied model and

HSPICE simulations): (a) - 0.25- and 0.35 - µm technology; (b) - 0.8- and 0.18- µm technology.
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This ensures that transistors operate in linear mode (the proposed BF model is valid), and

degraded logic levels are located close to the middle of the "linear - linear" interval. It has

been shown that the threshold voltage of different logic gates (INV and 1 to 6 input

NAND, NOR, XOR, XNOR) is located in interval [Vdd - 40%; 0 V + 40%] [43]. Other

criterion, which we used in our investigation for interpretation of BF impact on logic

levels, is R10% value. When BF value corresponds to R10%, the nominal logic levels are

degraded by 10%. Typically, the degradation of logic levels less then 10% is not

identified as the logic error. The dependence of critical resistance (Rcrit) value on

analyzed technologies is plotted in Figure 4.5. It can be inferred that Rcrit reduces under

technology scaling.
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Figure 4.6: No
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ison of the results obtained for different technologies and illustrates the

 of V01 and V02 variation with bridging fault resistance. Following

n be drawn from Figure 4.6 using the analytical model:

 resistances less than Rcrit

for 0.18 - µm technology; <∼1030 Ohms for 0.25 - µm technology;

for 0.35 - µm technology; <∼2750 Ohms for 0.8 - µm technology) BF may

y voltage testing methods, because the nominal voltage levels are

graded and result into erroneous logic condition.
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2) When the bridging resistance is between Rcrit  and R10% (when the nominal logic levels

are degraded by 10%), the BF cannot be detected by voltage testing method (voltage

levels are in undefined range):

∼ 850 Ohms ≤ RBF ≤ ∼ 3000 Ohms for 0.18 - µm technology;

∼ 1030 Ohms ≤ RBF ≤ ∼ 3000 Ohms for 0.25 - µm technology;

∼ 1950 Ohms ≤ RBF ≤ ∼ 5500 Ohms for 0.35 - µm technology;

∼ 2750 Ohms ≤ RBF ≤ ∼ 5500 Ohms for 0.8 - µm technology.

3) For bridging resistance values grater then R10% (∼ 3000 Ohms for 0.18 - and 0.25 - µm

technologies; ∼ 5500 Ohms for 0.35 - and 0.8 - µm technologies), the output logic levels

are not distorted, but the noise immunity is degraded near the mentioned resistance

values.

      Note that the interval of BF resistance values, which can be tested by voltage test

method, is reduced under technology scaling.

4.5 Modeling of BF Including Short Channel Effects of MOSFET

Transistors

      The accuracy of the long channel model, which we used in Section 4.4 is far from

satisfactory by today's standards. However, because of its simplicity, it is very useful

model for performing basic circuit analysis and developing design equations for circuit

performance. In this section we shall try to improve the accuracy of BF modeling using a

simple short channel model for of 0.18 - µm technology.

The following effects are necessarily considered at the modeling of DC characteristics of

small-geometry MOSFETs [44]:

- surface mobility reduction due to the vertical and lateral electric field in the channel;
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- carrier velocity saturation;

- channel length modulation;

- depletion charge sharing by the source/drain;

- source/drain series resistance;

- hot-carrier effect.

This is the "Regional Approach", which was used in circuit simulator SPICE Level 3.

The linear region drain current is expressed as [44]
CWµ
where α is the short-channel parameter (which includes short-channel effects, such as

nonlinear velocity-field characteristics and modification of the bulk charge due to the

presence of the mobile carriers), vsat is the saturated carrier velocity, Leff is the effective

channel length, µs is the surface mobility.

      At low fields, the carrier velocity in the channel is proportional to the source-drain

electric field. At around 104 V/cm the carrier velocity increases with less proportionality

to the field and when a field of 105 V/cm is applied, the carriers are deep in saturation and

velocity (and hence current) is essentially independent of the field. 105 V/cm corresponds

to Vds = 1 V and Vg = 2 V for a 100 µm × 20 µm (W × L) n-channel MOSFET. It was

reported, that measured value of saturated carrier velocity is 4 × 106 cm/s for channel

electrons in Si MOSFETs [49].  From the experimental data for short-channel transistors,

(L ≤ 0.3 µm) it was found that the short-channel parameter α lies in the range 0.5 < α <

0.85 [50].
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      The Linear (P1) & Linear (N2) case for 0.18 - µm technology (see section 4.3) is

considered again. We substitute long channel model for drain current (4.1) on short-

channel model (Eq. 4.15) in equations (4.9) for voltage drop across the Rsh.  Take into

consideration the meaning of α and vsat and solve the combined equations (4.9) we obtain

          V01 = [1.75 Rshort + 959.4] / [1522.9 + Rshort]

          V02 = 0.91 - 0.45 V01

      Figure 4.7 shows the dependency of logic levels V01 and V02 on Rsh for long channel

and short-channel models. For comparison, we plotted the HSPICE simulation results for

0.18 - µm technology in the same graph. The difference between the short-channel model

and HSPICE simulation is 9%. This is significantly better than the accuracy of the long

channel model. Obviously, more accurate results may be obtained by using more accurate

short-channel transistor models, for example "Hybrid Approach" described in [51], but in

this case computerized calculations will be need.

4.6 BF Modeling in Complicated CMOS Logic Gates

      Some distortion of the BF model may occur when dealing with transistors in series

connection, because the body effect exists on any transistor whose source node is not

connected to the Vdd or GND node. In case of complicated CMOS gates, the basic idea of

BF modeling consists of finding a single transistor equivalent for the serial or parallel

network. Indeed, using the equivalent transistor concept, any bridge with a serial or

parallel network can be studied as a bridge between two single transistors. This concept is

illustrated in figure 4.8.

� (4.16)
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Figure 4.7

short-chan

Figure 4.8

circuit und
: Output voltage levels (V01 and V02) vs. bridging resistance: long channel,

nel models and HSPICE simulations for 0.18- µm technology.
: A BF between two CMOS gates: (a) the original circuit; (b) the equivalent

er DC condition; (c) the equivalent transistor circuit for P - and N - networks.
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      The case of a parallel network is obvious. The configuration of the equivalent single

transistor is equal to the sum of the configurations of the different transistors in the

network and may be described by:

W

(W
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th

tr

w

b

tr

te

re
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th

S

here k is the number of transistors in a parallel network and kn = (W/L)n and kp =

/L)p are the configuration of transistors.

    The case of a serial network is much more complicated. Because of non-linearity, the

onfiguration of the equivalent single transistor is not equal to the harmonic sum of the

onfigurations of the different transistors in the network. M. Renovell et.al. [52] proposed

e model for the distortion factor, which describes the effect of correction of serial

ansistors in the single equivalent transistor:
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here k is the number of transistors are connected in a serial network, γn is the transistor

ody-effect coefficient, θn is the surface potential, Vtn is the threshold voltage of

ansistors in a serial N - network. In this model the following parameters depend on

chnology scaling: Vdd, Vtn, γn and θn (because, the doping concentration in the channel

gion is changed under technology scaling). However, in a first order approximation we

an assume that θn = 0.73 as was shown in [52] for 0.5 µm CMOS technology. Values of

ese technology parameters are given in Table 4.4. These data adopted from Taiwan

emiconductor Microelectronic Corporation (TSMC).
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Technology
parameter

0.8 µµµµm
technology

0.35µµµµm
technology

0.25 µµµµm
technology

0.18 µµµµm
technology

Vdd, V 5 3.3 2.5 1.8
Vtn, V 0.7 0.56 0.42 0.47
γn, V1/2 0.65 0.62 0.54 0.49

Table 4.4: Transistor parameters for different technologies.
Note that the threshold voltage of n-MOSFET in 0.25-µm CMOS technology is less than

the same parameter in 0.18-µm CMOS technology. This is because, 0.25-µm CMOS

technology was developed by TSMC for analog and RF applications.

It was demonstrated in [52], that in case of a serial network of n - channel transistors, the

equivalent configuration is given by:

T

n

fo

se

c

w

T

C

V

he same formula may be used for p - channel transistors, which are connected in a serial

etwork. In this case the kn parameter (W/L of transistor channel) should be substituted

r kp. The equivalent transistor has the different threshold voltage than transistors in a

rial N-network. The effective threshold voltage of equivalent transistor may be

alculated approximately by [52]:
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here Vtn is the threshold voltage of transistors in a serial N-network.

he calculated distortion factor values and effective threshold voltages for different

MOS technologies are given in Table 4.5 and Table 4.6 respectively.

( )( )nddnntntneq kkVV θθγ −−++= 4/1 (4.20)
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# of n - channel
transistors  in the
serial network

0.8 - µµµµm CMOS
technology

0.35 - µµµµm
CMOS
technology

0.25 - µµµµm
CMOS
technology

0.18 - µµµµm
CMOS
technology

2 0.94 0.87 0.94 0.93
3 0.92 0.91 0.92 0.91
4 0.91 0.85 0.91 0.90

 Table 4.5: Distortion factor values (Cor) vs. CMOS technology.
# of n - channel
transistors in the
serial network

0.8 - µµµµm CMOS
technology

0.35 - µµµµm
CMOS
technology

0.25 - µµµµm
CMOS
technology

0.18 - µµµµm
CMOS
technology

2 0.9 0.7 0.5 0.53
3 0.96 0.73 0.54 0.55
4 0.99 0.75 0.55 0.56

   Table 4.6: Effective threshold voltage (Vt eq, V) vs. CMOS technology.
The dependency of effective threshold voltage of equivalent n - channel transistor on the

technology scaling for 4 inputs NAND gate is shown in Figure 4.9. The relative variation

of threshold voltage (Vtn/Vtneq) for analyzed technology is almost constant (∼ 0.74).

Figure 4.9
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      In section 4.3 we have shown that the linear - linear operating mode is more probable

operating mode for CMOS inverter. The following equations may be used for linear -

linear operating mode (see Figure 4.1):

2
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Where Ids(p) and Ids(n) are drain-to-source currents of p- channel and n- channel tra

respectively, Kp and Kn are process transconductance parameter, kp and kn 

configuration of transistors in inverter, Vtn and Vtp are the threshold voltage of tra

and Vbr = V01 - V02| is the voltage at bridging fault resistor.

Equations 4.21, 4.22 and 4.23 may be used also for Ids current calculation of equ

transistors in equivalent circuit of two complicated CMOS gates (Figure 4.8(c)).

case the configuration of equivalent transistor (kneq and kpeq) should be calculate

equation (4.17) for parallel network and equation (4.19) for serial network. The th

voltage of equivalent transistor of serial network should be calculated using e

(4.20). The results of these calculations for number of transistors in a serial and 

networks from 2 to 4 are given in Tables 4.7, 4.8, 4.9, and 4.10. We considered p-

transistors in a serial and parallel networks; transistor parameters for d

technologies were adopted from Table. 4.1; surface potential (θn, θp) and transisto

effect coefficients (γn, γp) for n- channel and p- channel transistors are assumed equ
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# of n - channel
transistors  in
the serial
network

0.8 - µµµµm
CMOS
technology

0.35 - µµµµm
CMOS
technology

0.25 - µµµµm
CMOS
technology

0.18 - µµµµm
CMOS
technology

2 0.94 1.0 1.5 1.49
3 0.61 0.69 0.98 0.97
4 0.46 0.49 0.73 0.72

Table 4.7: The configuration (kn eff) of the equivalent single transistor of n - channel
transistors in the serial network.

# of p - channel
transistors  in
the serial
network

0.8 - µµµµm
CMOS
technology

0.35 - µµµµm
CMOS
technology

0.25 - µµµµm
CMOS
technology

0.18 - µµµµm
CMOS
technology

2 1.88 2.4 3.08 3.9
3 1.23 1.7 2.01 2.52
4 0.91 1.19 1.49 1.86

Table 4.8: The configuration (kp eff) of the equivalent single transistor of p - channel
transistors in the serial network.

# of n - channel
transistors  in
the parallel
network

0.8 - µµµµm
CMOS
technology

0.35 - µµµµm
CMOS
technology

0.25 - µµµµm
CMOS
technology

0.18 - µµµµm
CMOS
technology

2 4 4.58 6.4 6.4
3 6 6.87 9.6 9.6
4 8 9.16 12.8 12.8

Table 4.9: The configuration (kn eff) of the equivalent single transistor of n - channel
transistors in the parallel network.

# of p - channel
transistors  in
the parallel
network

0.8 - µµµµm
CMOS
technology

0.35 - µµµµm
CMOS
technology

0.25 - µµµµm
CMOS
technology

0.18 - µµµµm
CMOS
technology

2 8 11.2 13.12 16.6
3 12 16.8 19.68 24.9
4 16 22.4 26.24 33.2

Table 4.10: The configuration (kp eff) of the equivalent single transistor of p - channel
transistors in the parallel network.

      The simulation and modeling results of BF between two 2-4 inputs NAND gates have

shown in Figure 4.10. These results were obtained for fixed Rsh=4 KOhms. Drain-to-

source current across BF resistor was calculated using equation (4.22). The intermediate
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voltage (Vbr) at V01 and V02 nodes (see Figure 4.8 (c)) was found from HSPICE

simulations of analyzed circuit in Cadence.
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(short-channel) = 1.25 · Cor (4.24)
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      As the example of BF model of complicated CMOS gates, we considered the bridging

short between 2 inputs NOR and 2 inputs NAND gates. The analyzed circuit and its

equivalent circuit are shown in figure 4.11.
Figure 4.11: 2-NOR-2-NAND short - circuit (a) and its equivalent circuit (b).

V01

V02
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The transistor sizes of original circuit for 0.18-µm CMOS technology are given in Table

4.3 and the calculated transistor sizes of equivalent circuit are presented in Figure 4.11

(b). The results of BF simulation and modeling are given in Table 4.11. All simulations

were done for Rshort = 8 KOhm.

Analyzed circuit V01, V V02, V VRshort, V IRshort, µµµµA
2-NOR-2-NAND 1.26 0.27 0.99 123.0
Equivalent circuit 1.29 0.24 1.05 131.4

Table 4.11: The simulation results of 2-NOR-2NAND short - circuit and equivalent
circuit.

The error in IRshort value of equivalent circuit in comparison with the original circuit was

7%. In this example the difference of threshold voltage of equivalent serial network

transistors and the nominal threshold voltage for 0.18 -µm CMOS technology is modeled

by applying of appropriate body-bias voltage to bulk pin of equivalent transistors.

4.7 Conclusion

      As CMOS technologies scale down, background leakage increases significantly,

primarily due to device subthreshold leakage. As a result, even for 0.25 - µm technology,

conventional pass/fail Iddq testing may no longer be practical [53]. Thus for advanced

CMOS technologies we should combine current and logic test methods for the best

coverage and identification of defects. From this point of view, the voltage modeling of

BFs for deep submicron technologies may predict the perspectives of logic testing in the

future. In this chapter we have analyzed the impact of CMOS scaling on BF modeling

and arrived at the following conclusion:
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1) Under technology scaling BF models should include short-channel effects of

MOSFETs. The range of intermediate voltages, which can be interpreted as a 0 by one

gate and as a 1 by another, will be increased;

2) The developed BF model shows that Rcrit value is reduced with technology scaling. In

chapter 3 the same conclusion was obtained from simulations of sequential and

combinational CMOS circuits at DC conditions;

3) The undefined range of RBF, in which BF cannot be detected by voltage testing is

increased under technology scaling. Possibly, "Test Mix" technique, combining Iddq and

voltage test methods, allow to increase the coverage of detected BFs in submicron CMOS

technologies;

4) The error of applied BF model on the basis on long channel MOSFETs model was

16% in comparison with HSPICE simulations. Using short-channel MOSFETs model

allows reduction of error in BF model to 9%;

5) The BF model in complicated CMOS gates was modified for submicron CMOS

technologies. This model is based on the concept of Equivalent Transistor. The error of

modified model for 0.18 - µm CMOS technology was ~7 - 9% in comparison with

HSPICE simulations.

These results were presented in [54].
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Chapter 5: Conclusion

      The microelectronics industry is approaching physical, material, and economics limits

as aggressive scaling continues. This will require unprecedented changes, resulting in an

essential reliability and testing challenge. From a reliability perspective, the most

essential change will be the introduction of new materials. Historically, the industry has

been conservative in adopting new materials. Furthermore, these materials were

extensively characterized prior to insertion into high-volume manufacturing. Today, the

industry is forced to introduce multiple new materials. For example, copper is replacing

aluminum interconnect, lower dielectric constant inter-level insulators are replacing SiO2.

The reliability of these new materials is not well characterized. The progress in CMOS

technology is combined with increased design speed, increased circuit densities, reduced

time-to-market period and increased leakage currents. Thus there is a lot of risk that new

failure modes will be discovered, requiring new reliability solutions and novel fault-

detection techniques.

      In this thesis we investigated the bridging faults (BF) behavior in deep submicron

CMOS technologies and analyzed the impact of technology scaling on BF detection. The

resistive shorts are the prevalent kind of defects in advanced CMOS circuits. It was

shown in chapter 2 that the current test methods may lose the effectiveness of defect

detection because of the high background defect-free leakage current in deep submicron

technologies (≤0.18 µm feature size). Hence, voltage testing will play the crucial role in

BF detection. In chapter 3 we analyzed the BF detection in sequential and combinational

CMOS circuits for different operating conditions and CMOS technologies. Using the

developed BF model we calculated the critical resistance values in chapter 4, which
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confirmed the simulation results obtained in chapter 3. The main results of our research

presented in this thesis are as follows:

1) BF critical resistance (Rcrit) values are changed in a wide range from 100 Ohm to

almost 4000 Ohms and it is very difficult to predict the value of critical resistance;

2) Rcrit is increased with increasing of operating temperature and reducing of operating

voltage (Vdd). Hence, BF coverage may be increased at low Vdd and high temperature

during logic testing;

3) Rcrit (RVdd/2 used in chapter 3) is reduced under technology scaling in case of DC

operating conditions. It means that the interval of bridging resistor values when

circuit does not work properly is reduced and consequently the effectiveness of DC

voltage testing is reduced. However, the Rcrit increases with technology scaling in

case of AC operating conditions and the voltage testing at the maximum operating

frequency may increase the BF coverage in digital CMOS circuits;

4) The developed BF model shows that Rcrit value is reduced with technology scaling at

DC operating conditions. Hence, this model may explain the simulation results

obtained in Cadence. The error of BF model on the basis on long-channel MOSFET

model was 16% in comparison with HSPICE simulations. Using short-channel

MOSFET model allows reduction of error in BF model to 9%;

5) The BF model in complicated CMOS gates was modified for submicron CMOS

technologies. This model is based on the concept of Equivalent Transistor. The error

of modified model for 0.18 - µm CMOS technology was ~7 - 9% in comparison with

HSPICE simulations.
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In future, we are going to develop the BF model, which can describe the resistive short

behavior in submicron CMOS circuits under AC conditions, because the reason of Rcrit

increase under AC conditions, when transistor sizes are reduced in result of technology

scaling, is not completely clear.
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