
ECE 203 – Section 2
Independence and conditioning

Independence

Conditional probabilities

Law of total probability

Bayes’ formula, prior and posterior probabilities

Bayesian classification

The slides have been prepared based on the lecture notes of Prof. Patrick Mitran.

ECE 203 - Section 2 Instructor: Dr. O. Michailovich, 2022 1/39



Conditional Probability and Independence

Conditional probability is one of the most important concepts in this
course.

It lets us compute/update probabilities when partial information is
revealed. It is also a tool to compute probabilities.

Example: Suppose we toss two dice. There are 36 outcomes:

S = {(1, 1), (1, 2), . . . , (1, 6),

(2, 1), (2, 2), . . . , (2, 6),

...
...

(6, 1), (6, 2), . . . , (6, 6)}

What is the probability that the sum is 8?

This event is E = {(2, 6), (3, 5), (4, 4), (5, 3), (6, 2)}. So P [E] = 5/36.
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Conditional Probability

Now, assume we roll the 1st die, but not the 2nd, and we get 3.

What is the probability that the sum will be 8?

All possible outcomes given this new information are

F = {(3, 1), (3, 2), (3, 3), (3, 4), (3, 5), (3, 6)}

The other 30 cases are inconsistent with the 1st die roll. They now
have zero probability.
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Conditional Probability (cont.)

The 6 cases in F had the same probability before the 1st die was rolled.

So they should now be equally likely after we know the outcome of 1st
die roll, i.e., each has probability 1/6.

After the 1st die roll was revealed, i.e., after F was revealed to have
occurred:

{sum = 8} = EF = {(3, 5)}

and this has probability 1/6.

We say that the probability of E given F has occurred is 1/6, or

P [E | F ] = 1/6

For brevity, we often colloquially say that P (E | F ) is a conditional
probability of E given F .
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Conditional Probability (cont.)

Let’s generalize. In particular, let’s not assume the elements of S are
equally likely.

If F has occurred, then for E to occur, EF must occur.

If F has occurred, our sample space S is reduced to F .

So if F has occurred, probabilities should be computed relative to F :
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Conditional Probability (cont.)

Definition: If P [F ] > 0, then

P [E | F ] =
P [EF ]

P [F ]

Example: A coin is flipped twice. What is the probability of two heads
if

1 first flip is heads?
2 at least one flip is heads?

In the first case, S = {hh, ht, th, tt}, E = {hh} and F = {ht, hh}. So

P [E | F ] =
P [EF ]

P [F ]
=
P [hh]

P [F ]
=

1/4

1/2
= 1/2

In the second case, F = {hh, ht, th}. So

P [E | F ] =
P [EF ]

P [F ]
=

1/4

3/4
= 1/3

ECE 203 - Section 2 Instructor: Dr. O. Michailovich, 2022 6/39



More examples

Two dice are rolled. Let

E = { max of both rolls is 4}

and
F = { min of both rolls is 3}

What is P [E | F ]?

To solve this, we notice

E = {(1, 4), (2, 4), (3, 4), (4, 4), (4, 3), (4, 2), (4, 1)}

and
F = {(6, 3), (5, 3), (4, 3), (3, 3), (3, 4), (3, 5), (3, 6)}

So,

P [E | F ] =
P [EF ]

P [F ]
=

2/36

7/36
= 2/7
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Example: Baseball and hockey teams

A city has a baseball and a hockey team. Both teams are playing on
the same day.

The baseball and hockey teams each have probability 1/2 and 1/3 of
winning their games.

The probability of at least one team wining is 3/5.

If only one team wins its game, what is the probability that it was the
baseball team?
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Example: Baseball and hockey teams (cont.)

Let’s denote
WW = {both win}

LL = {both lose}

WL = {baseball wins, hockey loses}

LW = {baseball loses, hockey wins}

Then we are given that

P [WW ] + P [WL] = 1/2

P [WW ] + P [LW ] = 1/3

P [WW ] + P [WL] + P [LW ] = 3/5
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Example: Baseball and hockey teams (cont.)

Consequently, we have
P [LL] = 2/5

P [WL] = 3/5− 1/3 = 4/15

P [LW ] = 3/5− 1/2 = 1/10

P [WW ] = 1− 2/5− 4/15− 1/10 = 7/30

Finally,

P [baseball team wins | one of the teams wins] =

= P [{WL,WW} | {WL,LW}] =

=
P [{WL,WW} ∩ {WL,LW}]

P [{WL,LW}] =

=
P [{WL}]

P [{WL,LW}] =
4/15

4/15 + 1/10
= 8/11
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Example: The Monty Hall Problem
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Axioms of Probability

Important: For P [F ] > 0, P [· | F ] satisfies the same axioms as P [·].

[A1 ]
P [E | F ] = P [EF ]/P [F ] ≥ 0 (since P [EF ] ≥ 0)

P [E | F ] = P [EF ]/P [F ] ≤ 1 (since EF ⊂ F )

[A2 ]
P [S | F ] = P [SF ]/P [F ] = P [F ]/P [F ] = 1

[A3 ] Let E1 ∩ E2 = ∅. Then E1F ∩ E2F = ∅.

P [E1 ∪ E2 | F ] = P [(E1 ∪ E2)F ]/P [F ] =

= P [E1F ∪ E2F ]/P [F ] = P [E1F ]/P [F ] + P [E2F ]/P [F ] =

= P [E1 | F ] + P [E2 | F ]
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Multiplication Rule

Since F1F2 is a set, we also write P [E|F1F2] = P [EF1F2]/P [F1F2], etc.

Now we have:

P [E1E2 · · ·En] = P [E1] · P [E1E2]

P [E1]
· P [E1E2E3]

P [E1E2]
· · · ·

· · · · P [E1E2...En−1]

P [E1E2...En−2]
· P [E1E2...En]

P [E1E2...En−1]

or, equivalently,

P [E1E2 · · ·En] = P [E1] · P [E2 | E1] · P [E3 | E1E2] · · · ·

· · · · P [En | E1E2 · · ·En−1]

which is known as multiplication rule.
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Example

4 graduate and 16 undergraduate students are randomly divided into 4
groups of 5.

What is the probability that each group has exactly one graduate
student?

To solve this problem, we first denote:

Let E1 = {grad #1 is in a group},
E2 = {grad #1 and #2 are in different groups}
E3 = {grad #1, #2 and #3 are in different groups}
E4 = {all grads are in different groups}
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Example (cont.)

<latexit sha1_base64="vkoQYbMQY8JDGAonlvPOOG3M7nE=">AAAB6nicbVDLSgNBEOz1GVejUY9eBkPAU9gV0RwDoniMaB6QLGF2MpsMmZldZmaFsOQTvHhQxKv4IX6CN//GyeOgiQUNRVU33V1hwpk2nvftrKyurW9s5rbc7Z387l5h/6Ch41QRWicxj1UrxJpyJmndMMNpK1EUi5DTZji8nPjNB6o0i+W9GSU0ELgvWcQINla6u+r63ULRK3tToGXiz0mxmv9MS9fuR61b+Or0YpIKKg3hWOu27yUmyLAyjHA6djuppgkmQ9ynbUslFlQH2fTUMSpZpYeiWNmSBk3V3xMZFlqPRGg7BTYDvehNxP+8dmqiSpAxmaSGSjJbFKUcmRhN/kY9pigxfGQJJorZWxEZYIWJsem4NgR/8eVl0jgt++fls1ubRgVmyMERHMMJ+HABVbiBGtSBQB8e4RleHO48Oa/O26x1xZnPHMIfOO8/Q1OQBw==</latexit>

E1
<latexit sha1_base64="qD2YGxI9EdxaPUikqAw+ZQQz0QQ=">AAAB6nicbVBNS8NAEJ3UrxqtVj16WSwFTyUpoj0WRPFY0X5AG8pmu2mXbjZhdyOU0J/gxYMiXsUf4k/w5r9x0/agrQ8GHu/NMDPPjzlT2nG+rdza+sbmVn7b3tkt7O0XDw5bKkokoU0S8Uh2fKwoZ4I2NdOcdmJJcehz2vbHl5nffqBSsUjc60lMvRAPBQsYwdpId1f9ar9YcirODGiVuAtSqhc+k/K1/dHoF796g4gkIRWacKxU13Vi7aVYakY4ndq9RNEYkzEe0q6hAodUeens1CkqG2WAgkiaEhrN1N8TKQ6VmoS+6QyxHqllLxP/87qJDmpeykScaCrIfFGQcKQjlP2NBkxSovnEEEwkM7ciMsISE23SsU0I7vLLq6RVrbjnlbNbk0YN5sjDMZzAKbhwAXW4gQY0gcAQHuEZXixuPVmv1tu8NWctZo7gD6z3H0TXkAg=</latexit>

E2
<latexit sha1_base64="QAG9rFT/17WTtT9YwgYu1Z+tpPI=">AAAB6nicbVDLSsNAFL2prxqtRl26GSwFVyVR0S4LorisaB/QhjKZTtqhk0mYmQgl9BPcuFDErfghfoI7/8bpY6GtBy4czrmXe+8JEs6Udt1vK7eyura+kd+0t7YLO7vO3n5DxakktE5iHstWgBXlTNC6ZprTViIpjgJOm8HwcuI3H6hULBb3epRQP8J9wUJGsDbS3VX3tOsU3bI7BVom3pwUq4XPtHRtf9S6zlenF5M0okITjpVqe26i/QxLzQinY7uTKppgMsR92jZU4IgqP5ueOkYlo/RQGEtTQqOp+nsiw5FSoygwnRHWA7XoTcT/vHaqw4qfMZGkmgoyWxSmHOkYTf5GPSYp0XxkCCaSmVsRGWCJiTbp2CYEb/HlZdI4KXvn5bNbk0YFZsjDIRzBMXhwAVW4gRrUgUAfHuEZXixuPVmv1tusNWfNZw7gD6z3H0ZbkAk=</latexit>

E3
<latexit sha1_base64="MHrT7womK7MUevqltvXL2NqlfMA=">AAAB6nicbVBNS8NAEJ3UrxqtVj16WSwFTyWRoj0WRPFY0X5AG8pmu2mXbjZhdyOU0J/gxYMiXsUf4k/w5r9x0/agrQ8GHu/NMDPPjzlT2nG+rdza+sbmVn7b3tkt7O0XDw5bKkokoU0S8Uh2fKwoZ4I2NdOcdmJJcehz2vbHl5nffqBSsUjc60lMvRAPBQsYwdpId1f9ar9YcirODGiVuAtSqhc+k/K1/dHoF796g4gkIRWacKxU13Vi7aVYakY4ndq9RNEYkzEe0q6hAodUeens1CkqG2WAgkiaEhrN1N8TKQ6VmoS+6QyxHqllLxP/87qJDmpeykScaCrIfFGQcKQjlP2NBkxSovnEEEwkM7ciMsISE23SsU0I7vLLq6R1VnHPK9Vbk0YN5sjDMZzAKbhwAXW4gQY0gcAQHuEZXixuPVmv1tu8NWctZo7gD6z3H0ffkAo=</latexit>

E4

<latexit sha1_base64="ZM5wbiB18RzgbHHvA/Z6mwXRH4k=">AAACEHicbZC7SgNBFIZn4y2uRlctbQZD0CrsxqApAxKxjGAukCzL7GQ2GTJ7YS5CWPIINj6EL2BjoYiWlna+jZNLERN/GPj4zzmcOb+fMCqkbf8YmbX1jc2t7La5s5vb27cODpsiVhyTBo5ZzNs+EoTRiDQklYy0E05Q6DPS8odXk3rrnnBB4+hOjhLihqgf0YBiJLXlWac1rwy7QvmCSFjzzhe4tMCOZ+Xtoj0VXAVnDvlq7lMVrs2numd9d3sxViGJJGZIiI5jJ9JNEZcUMzI2u0qQBOEh6pOOxgiFRLjp9KAxLGinB4OY6xdJOHUXJ1IUCjEKfd0ZIjkQy7WJ+V+to2RQcVMaJUqSCM8WBYpBGcNJOrBHOcGSjTQgzKn+K8QDxBGWOkNTh+Asn7wKzVLRuSiWb3UaFTBTFhyDE3AGHHAJquAG1EEDYPAAnsEreDMejRfj3fiYtWaM+cwR+CPj6xdCzp27</latexit>

E4 ⇢ E3 ⇢ E2 ⇢ E1

Then

P [E4] = P [E1E2E3E4]

= P [E1]P [E2|E1]P [E3|E1E2]P [E4|E1E2E3]

with

P [E1] = 1

P [E2|E1] = 15/19

P [E3|E1E2] = 10/18

P [E4|E1E2E3] = 5/17
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Conditional Probability and Independence

Law of Total Probability (Special Case): Let E,F ⊂ S. Then,

E = ES = E(F ∪ F c) = EF ∪ EF c

and, consequently,

P [E] = P [EF ] + P [EF c] = P [E|F ]P [F ] + P [E|F c]P [F c]
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Example

You enter a tournament in which there are two types of players, viz.
Type I and Type II.

There are 30% and 70% of Type I and Type II players, respectively,
implying that your chance to play against a Type I (resp., Type II)
opponent is 0.3 (resp., 0.7).

Your chance to win against a Type I opponent is 0.4.

Your chance to win against a Type II opponent is 0.6.

If you play against a random opponent of unknown type, what is the
probability of you winning P (you win)?
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Example (cont.)

Let introduce some notations first.

E = {you win}

F = {your opponent is of Type I}

and, therefore,

F c = {your opponent is of Type II}

Consequently,

P (E) = P (E | F )P (F ) + P (E | F c)P (F c) =

= 0.4 · 0.3 + 0.6 · 0.7 = 0.54.
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Conditional Probability and Independence

Law of Total Probability (General Case): Let F1, F2, . . . , Fn partition
S. Then,

E = ES = E

(
n⋃

i=1

Fi

)
=

n⋃
i=1

(EFi)

and, consequently,

P [E] = P [∪n
i=1(EFi)] =

n∑
i=1

P [EFi] =
n∑

i=1

P [E|Fi]P [Fi]
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Example

You flip a coin 3 times. If the number of heads is less than 2, you flip
the coin two more times. What is the probability of at least 3 heads?

To solve this problem, we introduce the following notations (with #H
standing for “number of heads”).

Fi = {#H in first 3 flips = i}

with i = 1, 2, 3 and
E = {#H ≥ 3}

We have

P [F0] = 1/8

P [F1] = 3/8

P [F2] = 3/8

P [F3] = 1/8
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Example (cont.)

We also notice that

P [E | F0] = 0

P [E | F1] = P [both extra flips are heads] = 1/4

P [E | F2] = 0

P [E | F3] = 1

Consequently,

P (E) = P [E|F0]P [F0]+P [E|F1]P [F1]+P [E|F2]P [F2]+P [E|F3]P [F3] =

= 0 · 1/8 + 1/4 · 3/8 + 0 · 3/8 + 1 · 1/8 = 7/32.
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Bayes’ Theorem and Inference

Let F1, F2, . . . , Fn partition S.

Suppose we know P (E | Fi) for i = 1, 2, . . . , n.

Then, for any 1 ≤ j ≤ n, we have the following result.

Bayes’ Theorem

P [Fj | E] =
P [EFj ]

P [E]
=

P [E|Fj ]P [Fj ]∑n
i=1 P [E | Fi]P [Fi]

=

=
P [E | Fj ]P [Fj ]

P [E | F1]P [F1] + P [E | F2]P [F2] + · · ·+ P [E | Fn]P [Fn]

One can say that, in this way, Bayes’ Theorem allows “reversing the
order of conditioning”.
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Application to Inference

Before any partial information is revealed (i.e., observing E occurs),
the probabilities are:

P [F1], P [F2], . . . , P [Fn]

They are known as “prior probabilities”.

After observing E occur, they are revised as:

P [F1 | E], P [F2 | E], . . . , P [Fn | E]

The new probabilities are called “posterior probabilities”.

Posterior probabilities are the driving force behind practical inference
(e.g., classification, pattern recognition, detection, etc.)
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Example

A 3-card deck has

1 one card with red on both sides
2 one card with black on both sides
3 one card with red on one side + black on the other

One side of 1 card is picked at random. It is red.

What is the probability that the other side is black?

To solve this problem, we define:

S = {RR,RB,BB} and R = {side shown is red}
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Example (cont.)

Thus, we have

P [RB | R] =
P [RB ∩R]

P [R]
=

=
P [R | RB]P [RB]

P [R | RR]P [RR] + P [R | RB]P [RB] + P [R | BB]P [BB]
=

=
1
2
· 1
3

1 · 1
3

+ 1
2
· 1
3

+ 0 · 1
3

= 1/3

Note that, if you see red, there are 3 different ways this could happen
(one side of RB + two sides of RR). Yet, only 1 results in black on the
other side.
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Another example

A person is missing, but is known to be in 1 of 3 locations (each with
probability 1/3).

If the person is in location i, searching there has probability 1− βi of
finding them (where βj is known as overlook probability).

What is probability that the person is in location j if search of location
1 is unsuccessful?

To solve this problem, we define:

Ri = {the person is in location i}

E = {search of location 1 unsuccessful}
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Another example (cont.)

Then, we have

P [R1|E] =
P [R1E]

P [E]
=

P [E|R1]P [R1]

P [E|R1]P [R1] + P [E|R2]P [R2] + P [E|R3]P [R3]
=

=
β1 · 13

β1 · 13 + 1 · 1
3

+ 1 · 1
3

=
β1

2 + β1

Similarly,

P [R2|E] =
P [R2E]

P [E]
=

P [E|R2]P [R2]

P [E|R1]P [R1] + P [E|R2]P [R2] + P [E|R3]P [R3]
=

=
1 · 1

3

β1 · 13 + 1 · 1
3

+ 1 · 1
3

=
1

2 + β1

Finally, P [R3|E] is same as P [R2|E].
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Yet another example

A blood test is 95% effective in detecting a disease when it is present.

It has a 1% false positive rate when it is not present and 0.5% of
people have the disease.

Question (a): If a random person tests positive, what is the
probability that the disease is present?

Question (b): If a random person tests negative, what is the
probability that the disease is present?

To solve this problem, we define:

E = {positive result} and F = {disease present}
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Yet another example (cont.)

Thus, for Question (a) we have:

P [F |E] =
P [EF ]

P [E]
=

P [E|F ]P [F ]

P [E|F ]P [F ] + P [E|F c]P [F c]
=

=
0.95× 0.005

0.95× 0.005 + 0.01× 0.995
≈ 0.323

Similarly, for Question (b) we have:

P [F |Ec] =
P [EcF ]

P [Ec]
=

P [Ec|F ]P [F ]

P [Ec|F ]P [F ] + P [Ec|F c]P [F c]

=
0.05× 0.005

0.05× 0.005 + 0.99× 0.995
≈ 0.000254
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Independent Events

Two events E and F are said to be independent if

P [EF ] = P [E]P [F ]

Two events that are not independent are said to be dependent.

From previous examples, P [E | F ] is not necessarily the same as P [E].

But, if E and F are independent (and P [F ] > 0), then

P [E|F ] =
P [EF ]

P [F ]
=
P [E]P [F ]

P [F ]
= P [E]

Thus, the independence of E and F always suggests

P [E | F ] = P [E]
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Some example problems

Problem 1: A card is randomly selected from a standard deck.
Let E = {card is a 1} and F = {card is a spade}.
Then P [EF ] = 1/52, P [E] = 4/52, and P [F ] = 13/52.

Thus P [EF ] = P [E]P [F ], implying E and F are independent.

Problem 2: Suppose EF = ∅, with P [E] > 0 and P [F ] > 0. Are E
and F independent?

On one hand, we have

P [E|F ] =
P [EF ]

P [F ]
=

P [∅]
P [F ]

=
0

P [F ]
= 0

On the other hand, we know that P [E] > 0. So, no.

Problem 3: Two 6-sided dice are rolled.
Let E1 = {sum is 6}, E2 = {sum is 7}, F = {first die is 4}, and
G = {second die is 3}.
Then P [E1F ] = P [(4, 2)] = 1/36, while P [E1]P [F ] = 5/36 · 1/6 6= 1/36.

Also, P [E2F ] = P [(4, 3)] = 1/36 and P [E2]P [F ] = 1/6 · 1/6 = 1/36.

So E1 and F are not independent, but E2 and F are independent.

Similarly, E2 and G are independent.
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Conditional Probabilities and Independence

Theorem

If E and F are independent, then E and F c are independent

Proof.

P [E] = P [EF ∪ EF c] = P [EF ] + P [EF c] = P [E]P [F ] + P [EF c]

Therefore,

P [EF c] = P [E]− P [E]P [F ] = P [E](1− P [F ]) = P [E]P [F c]

Question: If E is independent of both F and G, is E independent of
FG?

Answer: Not necessarily.

In the example with two dice, E2 is independent of both F and G. Yet,
P [E2|FG] = P [{sum is 7}|(4, 3)] = 1, while P [E2] = 6/36.
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Conditional Independence

Events E and F are called conditionally independent given G, when

P [EF |G] = P [E|G]P [F |G]

What does this mean?

First, we note that

P [E|G]P [F |G] = P [EF |G] =
P [EFG]

P [G]
=
P [E|FG] · P [F |G] · P [G]

P [G]

So, this is equivalent to P [E|FG] = P [E|G].

In words: If G is known to have occurred, the additional information
that F occurred does not change the probability of E.
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Conditional Independence (cont.)

The 3 events E, F and G are said to be independent if

P [EFG] = P [E]P [F ]P [G]

P [EF ] = P [E]P [F ]

P [EG] = P [E]P [G]

P [FG] = P [F ]P [G]

In this case, E is independent of any event formed from F and G.

Example 1: P [E(FG)] = P [EFG] = P [E]P [F ]P [G] = P [E]P [FG].

Example 2:

P [E(F ∪G)] = P [EF ∪ EG] = P [EF ] + P [EG]− P [EF ∩ EG] =

= P [E]P [F ] + P [E]P [G]− P [E]P [FG] =

= P [E](P [F ] + P [G]− P [FG]) =

= P [E]P [F ∪G]
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Independence

Events E1, E2, ...En are said to be independent if

P

[⋂
i∈A

Ei

]
=
∏
i∈A

P [Ei]

for every A ⊂ {1, ..., n}.

An infinite set of events E1, E2, . . . are independent, if every finite
subset of the events are independent.
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Example

A system is composed of n components. Each component
functions/fails independently of any other component.

Component i has probability pi of functioning. If at least one
component functions, the system functions.

What is the probability that the system functions?

To solve this problem, let Ai = {i-th component functions}. Then

P [system functions] = 1− P [system does not function] =

= 1− P [all components fail] =

= 1− P [∩iA
c
i ] =

= 1− P [Ac
1]P [Ac

2] · · ·P [Ac
n]︸ ︷︷ ︸

by independence

=

= 1− (1− p1)(1− p2) · · · (1− pn).

ECE 203 - Section 2 Instructor: Dr. O. Michailovich, 2022 36/39



Trials

Sometimes each Ei is the outcome of one instance of a sequence of
repeated sub-experiments, e.g., Ei = {i-th coin toss is heads}.

These sub-experiments are often called trials (or repeated trials).
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Example

Independent trials that consist of rolling a pair of fair dice are
performed.

The outcome of a roll is the sum of the dice.

What is the probability that an outcome of 5 appears before an outcome
of 7?

To solve this problem, let En =
{no 5 or 7 appears on first n− 1 rolls, and 5 appears on n-th roll}.

Then E1, E2, ... are mutually exclusive.
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Example (cont.)

Now,

P [roll a 5] = 4/36 = 1/9

P [roll a 7] = 6/36

P [not roll a 5 or 7] = 1− 10/36 = 13/18

and

P [En] =P [{no 5 or 7 on 1st roll} ∩ · · ·
· · · ∩ {no 5 or 7 on n− 1 roll} ∩ {5 on nth roll}]

=P [{no 5 or 7 on 1st roll}]× · · ·
· · · × P [{no 5 or 7 on n− 1 roll}]× P [{5 on nth roll}]

Finally, we want

P [∪∞n=1En] =

∞∑
n=1

P [En] =

=
1

9
×
∞∑

n=1

(
13

18

)n−1

=
1

9
× 1

1− 13/18
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