
ECE 203 – Section 4
Continuous random variables

Probability density function

Mean and variance of continuous random variables

Expectation of functions of continuous random variables

Representative distributions and memoryless random variables

Transformation of random variables

The slides have been prepared based on the lecture notes of Prof. Patrick Mitran.
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Continuous Random Variables

We saw random variables where the set of all possible outcomes was
discrete.

In some cases, a random variable can take a continuum of values (e.g.,
time at which a train arrives, voltage across a resistor, etc)

Definition: We say that X is a continuous random variable, if
there is a non-negative function fX(x) such that

P [X ∈ B] =

∫
B

fX(x) dx

fX(x) is called probability density function (pdf).

This is similar to mass density: if ρ(x) is known, the density of mass in
kg/m3 at every point x ∈ R3, the mass inside any volume V is:

m(V ) = mass in volume V =

∫∫∫
V

ρ(x) dx
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Continuous Random Variables (cont.)

fX(x) is similar to the mass densoty, except it measures the density of
probability, not mass.

Since X must take some value, we have:

1 = P [X ∈ (−∞,∞)] =

∫ ∞
−∞

fX(x) dx

Note: Say X has units of kg. Since dx has units of kg, fX(x) has
units of kg−1.
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Probability Density Function

Once we know fX(x), all probability statements about X can be
answered.

1 P [X ∈ [a, b]] =
∫ b
a
fX(x)dx

2 P [X = a] = P [X ∈ [a, a]] =
∫ a
a
fX(x)dx = 0

3 FX(a) = P [X ≤ a] = P [X ∈ (−∞, a]] =
∫ a
−∞ fX(x)dx

4 fX(a) = dFX(a)/da
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Example

Say X has pdf given by

fX(x) =

{
C (4x− 2x2) 0 < x < 2

0 else

for some constant C. Find C and P [X > 1].

Solution: Since the pdf must integrate to 1, then

1 =

∫ ∞
−∞

fX(x)dx = C

∫ 2

0

(4x− 2x2) dx = C

[
2x2 − 2

3
x3
]2
0

= C · 8

3

and, therefore, C = 3/8. Also,

P [X > 1] =

∫ ∞
1

fX(x) dx = C

∫ 2

1

(4x− 2x2) dx = C

[
2x2 − 2

3
x3
]2
1

=

= C ·
(

8

3
− 4

3

)
=

3

8
· 4

3
=

1

2
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Another example

The lifetime of a drive in months is a random variable with pdf

fX(x) =

{
λ e−x/100 x ≥ 0

0 x < 0

for some constant λ. What is the probability that it functions for
between 50 and 150 months?

Solution: The pdf of X must integrate to 1, which suggests that

1 =

∫ ∞
−∞

fX(x)dx = λ

∫ ∞
0

e−x/100dx = λ
[
−100 e−x/100

]∞
0

= λ(0−(−100))

and, therefore, λ = 0.01. Consequently,

P [50 < X < 150] =

∫ 150

50

fX(x)dx =

∫ 150

50

1

100
e−x/100dx =

= e−1/2 − e−3/2 ≈ 0.383
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Yet another example

Let X have pdf fX(x), and Y = 2X. What is fY (y)?

Solution:

FY (a) = P [Y ≤ a] = P [2X ≤ a] = P [X ≤ a

2
] = FX

(a
2

)
and

fY (a) =
d

da
FX
(a

2

)
= fX

(a
2

)
· 1

2

Note that∫ ∞
−∞

fY (u) du =

∫ ∞
−∞

1

2
fX
(u

2

)
du =

∫ ∞
−∞

fX(v) dv = 1

where we used v = u/2, with dv = du/2.
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Expectation of Continuous RV

For a continuous random variable X, we define its expectation as

E[X] =

∫ ∞
−∞

xfX(x)dx

For instance, if fX(x) is given by

fX(x) =

{
2x 0 ≤ x ≤ 1

0 otherwise

then

E[X] =

∫ ∞
−∞

xfX(x)dx =

∫ 1

0

2x2dx =
2

3
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Example

Let X have pdf

fX(x) =

{
1 0 ≤ x ≤ 1

0 otherwise

Find E[eX ].

Solution: Let Y = eX . Lets determine fY (y) by first determining the
CDF FY (y). Since X ranges from 0 to 1, Y = eX ranges from 1 to e.
So, for 1 ≤ y ≤ e, we have

FY (y) = P [Y ≤ y] = P [eX ≤ y] = P [X ≤ ln y] =

∫ ln y

0

fX(x) dx = ln y

Consequently, fY (y) = dFY (y)/dy = 1/y, for 1 ≤ y ≤ e.

Note that Y cannot take values outside this interval, so outside this
interval fY (y) = 0. Hence,

E[Y ] =

∫ ∞
−∞

yfY (y) dy =

∫ e

1

y · 1

y
dy = e− 1
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Expectation of Continuous RV (cont.)

For a continuous random variable X, we define

E[g(X)] =

∫ ∞
−∞

g(x)fX(x) dx

Thus, in the previous example,

E[eX ] =

∫ ∞
−∞

exfX(x) dx =

∫ 1

0

ex dx = e− 1

If X is a non-negative random variable, then

E[X] =

∫ ∞
0

P [X > x]dx

Indeed, we have∫ ∞
0

P [Y > y]dy =

∫ ∞
0

[∫ ∞
y

fY (u)du

]
dy =

∫ ∞
0

∫ ∞
y

fY (u)dudy =

=

∫ ∞
0

∫ u

0

fY (u)dydu =

∫ ∞
0

[∫ u

0

dy

]
fY (u)du =

∫ ∞
0

ufY (u)du = E[Y ]
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Scaling rules for µ and σ2

For a continuous random variable X, we have

E[aX + b] = aE[X] + b

Indeed,

E[aX + b] =

∫ ∞
−∞

(ax+ b)fX(x)dx = a

∫ ∞
−∞

xfX(x)dx+

+b

∫ ∞
−∞

fX(x)dx = aE[X] + b

For the variance σ2 = V ar(X) of X, one has

V ar[aX + b] = a2V ar[X]

with
σ2 = V ar[X] = E[(X − E[X])2] = E[X2]− (E[X])2
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Example

Find V ar[X] if

fX(x) =

{
2x 0 ≤ x ≤ 1

0 otherwise

Solution: We have already seen that, in this case, µ = 2/3. Thus,

V ar[X] = E
[
(X − 2/3)2

]
= E

[
X2 − 4

3
X +

4

9

]
=

=

∫ 1

0

(
x2 − 4

3
x+

4

9

)
fX(x) dx =

∫ 1

0

(
x2 − 4

3
x+

4

9

)
2x dx =

=

∫ 1

0

(
2x3 − 8

3
x2 +

8

9
x

)
dx =

[
1

2
x4 − 8

9
x3 +

4

9
x2
]1
0

=

=
1

2
− 8

9
+

4

9
=

1

18
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Common continuous random variables

Uniform random variables: We say X is uniform on the interval
(a, b), denoted X ∼ U(a, b), if

fX(x) =

{
1
b−a a < x < b

0 else

In this case, the CDF of X is given by

FX(x) =


0 x ≤ a
x
b−a −

a
b−a a ≤ x ≤ b

1 b ≤ x
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Uniform RV

Note that if X has units of kg, then a and b have units of kg, and 1/(b− a)
has units kg−1.
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Example

Let Y ∼ U(0, 10). Find P [Y < 3] and P [6 < Y < 12].

Solution: We are given

fY (y) =

{
1
10

0 < y < 10

0 else

Consequently,

P [Y < 3] =

∫ 3

−∞
fY (y)dy =

∫ 3

0

1

10
dy =

3

10

and

P [6 < Y < 12] =

∫ 12

6

fY (y)dy =

∫ 10

6

1

10
dy =

4

10
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Another example

Let X ∼ U(a, b). Find E[X] and V ar[X].

Solution: We are given

fX(x) =

{
1
b−a a < x < b

0 else

Consequently,

E[X] =

∫ ∞
−∞

xfX(x)dx =

∫ b

a

x

b− adx =
1

2

b2 − a2

b− a =
a+ b

2

and

V ar[X] = E[X2]− (E[X])2 =

∫ ∞
−∞

x2fX(x)dx− (E[X])2 =

=

∫ b

a

x2

b− adx−
(
a+ b

2

)2

=
1

3

b3 − a3

b− a −
(
a+ b

2

)2

=

=
1

3
(b2 + ab+ a2)−

(
a+ b

2

)2

=
1

12
(b− a)2
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Another example

Buses arrive at a stop at 7:00, 7:15 and 7:30. If a person arrives bet-
ween 7:00 and 7:30 uniformly, what is probability that they wait less
than 5 minutes?

Solution: Let X be # minutes past 7:00 that person arrives at stop.
Then X ∼ U(0, 30).

Then we have

P [wait less than 5 min] = P [{10 < X < 15} ∪ {25 < X < 30}] =

=

∫ 15

10

1

30
dx+

∫ 30

25

1

30
dx = 1/3
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Normal (Gaussian) random variables

X is said to be normal (or normally distributed) with parameters µ
and σ2 if

fX(x) =
1√
2πσ

e
− (x−µ)2

2σ2

This is denoted X ∼ N (µ, σ2).

The area under fX(x) can be verified to be equal to 1.

Note that, since X has units kg, then µ has units of kg as well. Thus,
(x− µ)2/2σ2 must be unit-less for the exponential to make sense.
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Normal (Gaussian) random variables (cont.)

Proposition: If X ∼ N (µ, σ2), then Y = aX+ b is N (aµ+ b, a2σ2).

To see that, assume a > 0 (a < 0 is similar).

FY (u) = P [Y ≤ u] = P [aX + b ≤ u] =

= P [X ≤ (u− b)/a] = FX

(
u− b
a

)
Consequently,

fY (u) =
d

du
FY (u) =

d

du
FX

(
u− b
a

)
= fX

(
u− b
a

)
· 1

a
=

=
1√

2πaσ
exp

(
−

(u−b
a
− µ)2

2σ2

)
=

1√
2πaσ

exp

(
− (u− b− aµ)2

2(aσ)2

)
Therefore, Y ∼ N (aµ+ b, a2σ2).
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Example

Let X ∼ N (µ, σ2). Find the distribution of Z = (X − µ)/σ.

Solution:

Z =
X − µ
σ

=
1

σ
X − µ

σ

Substituting a = 1/σ and b = −µ/σ into the previous proposition, we
obtain

Z ∼ N (aµ+ b, a2σ2)

with aµ+ b = 0 and a2σ2 = 1. Thus, Z ∼ N (0, 1).

Definition: A random variable that is N (0, 1) is called a stan-
dard normal or standard Gaussian random variable.
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Example

Let X ∼ N (µ, σ2). Find E[X] and V ar[X].

Solution: Let Z = (X − µ)/σ. Then Z ∼ N (0, 1) and X = σZ + µ.

Consequently, we have

E[Z] =

∫ ∞
−∞

zfZ(z)dz =
1√
2π

∫ ∞
−∞

ze−z
2/2dz =

−1√
2π

e−z
2/2
∣∣∣∞
−∞

= 0

and

V ar[Z] = E[Z2]− (E[Z])2 = E[Z2] =
1√
2π

∫ ∞
−∞

z2e−z
2/2dz =

=
1√
2π

∫ ∞
−∞

z︸︷︷︸
u

· ze−z
2/2dz︸ ︷︷ ︸
dv

=
1√
2π

[
uv|∞−∞ −

∫ ∞
−∞

vdu

]
=

=
1√
2π

[
−ze−z

2/2
∣∣∣∞
−∞
−
∫ ∞
−∞
−e−z

2/2dz

]
=

1√
2π

∫ ∞
−∞

e−z
2/2dz = 1

Thus,
E[X] = E[σZ + µ] = σE[Z] + µ = µ

V ar[X] = V ar[σZ + µ] = σ2V ar[Z] = σ2
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CDF of Normal Random Variables

For a N (0, 1) distribution, its CDF is defined as

Φ(x) =
1√
2π

∫ x

−∞
e−u

2/2du

It is also customary to defined its Q-function as

Q(x) =
1√
2π

∫ ∞
x

e−u
2/2du

Note that
Φ(−x) = 1− Φ(x) = Q(x)
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Error Function

There is also the so-called error function that is defined as

erf(x) =
2√
π

∫ x

0

e−v
2

dv =

√
2√
π

∫ √2x

0

e−u
2/2du = 2

[
1√
2π

∫ √2x

0

e−u
2/2du

]
=

= 2

[
− 1√

2π

∫ 0

−∞
e−u

2/2du+
1√
2π

∫ √2x

−∞
e−u

2/2du

]
=

= 2

[
−1

2
+ Φ(

√
2x)

]
= 2Φ(

√
2x)− 1
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Table of Φ(x)
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Use of Standardization

What if we want the CDF of a Gaussian random variable other than
N (0, 1)?

These can be expressed in terms of Φ(·).

Indeed, we already know that if X ∼ N (µ, σ2), then

Z =
X − µ
σ

is N (0, 1).

Consequently,

FX(a) = P [X ≤ a] = P

[
X − µ
σ

≤ a− µ
σ

]
=

= P
[
Z ≤ a− µ

σ

]
= Φ

(a− µ
σ

)
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Example

Let X ∼ N (3, 9). Compute P [2 < X < 5].

Solution:

P [2 < X < 5] = P

[
2− 3

3
<
X − 3

3
<

5− 3

3

]
= P

[
−1

3
< Z <

2

3

]
=

= Φ

(
2

3

)
− Φ

(
−1

3

)
= Φ

(
2

3

)
−
[
1− Φ

(
1

3

)]
≈ 0.37807

(The nearest values from the table give 0.37787.)
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Another example

If test grades in a course follow an N (µ, σ2) distribution, what is the
probability that a random student is at least one σ above the mean µ?

Solution: Let X ∼ N (µ, σ2). Then

P [X > µ+ σ] = P

[
X − µ
σ

>
µ+ σ − µ

σ

]
=

= P [Z > 1] = 1− Φ(1) ≈ 0.15866

Although not asked, in addition we have

P [X < µ− σ] ≈ 0.15866

P [µ < X < µ+ σ] ≈ 0.34134

P [X > µ+ 2σ] ≈ 0.02275
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Yet another example

In finance, the Value At Risk (VAR) of an investment is the value v
such that there is only a 1% chance that the investment will lose more
than v > 0.

The gain from an investment is X ∼ N (µ, σ2), what is the VAR?

Solution: We are looking v > 0 such that P [X < −v] = 0.01. Then
there is a 1% chance we will lose more than v.

0.01 = P [X < −v] = P

[
X − µ
σ

<
−v − µ
σ

]
= P

[
Z <

−v − µ
σ

]
Note that if Z ∼ N (0, 1) and a > 0 is such that P [Z < −a] = 0.01,
then P [Z > a] = 0.01 or, equivalently, P [Z ≤ a] = 0.99 = Φ(a). So,
a = Φ−1(0.99) = 2.33.

Finally, setting (−v − µ)/σ to −a = −2.33, we get

v = 2.33σ − µ
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Common continuous random variables (cont.)

Definition: A random variable X with pdf

fX(x) =

{
λe−λx x ≥ 0

0 else

is called exponential with parameter λ > 0 and denoted X ∼ Exp(λ).

Note that if X has units of kg, then λx must be unit-less for exp(−λx)
to make sense, suggesting that λ has units kg−1.

The CDF of an exponential X is given by

FX(a) =

∫ a

−∞
fX(u)du =

{
1− e−λa a ≥ 0

0 a < 0

with FX(∞) = 1.

ECE 203 - Section 4 Instructor: Dr. O. Michailovich, 2022 29/44



Exponential distribution
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Exponential distribution (cont.)

What are E[X] and V ar[X] of X ∼ Exp(λ)?

E[Xn] =

∫ ∞
−∞

xnfX(x)dx =

∫ ∞
0

xnλe−λxdx =

=

[
uv|∞0 −

∫ ∞
0

vdu

]
=

[
−xne−λx

∣∣∣∞
0
−
∫ ∞
0

−e−λxnxn−1dx

]
=

=
n

λ

∫ ∞
0

xn−1λe−λxdx =
n

λ
E[Xn−1]

Accordingly, since E[X0] = E[1] = 1, we have

E[X] =
1

λ
E[X0] =

1

λ

E[X2] =
2

λ
E[X1] =

2

λ2

Hence

V ar[X] = E[X2]− (E[X])2 =
2

λ2
−
(

1

λ

)2

=
1

λ2
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Example

Say the length of time someone uses an ATM machine is an exponen-
tial random variable with λ = 1/3 min−1.

If someone arrives at the ATM just before you, what is the probability
that you wait more than 3 min?

P [X > 3] = 1− FX(3) = exp(−3λ) = exp(−1) ≈ 0.36788

And what is the probability that you wait between 3 and 6 min?

P [3 < X < 6] = FX(6)− FX(3) = exp(−1)− exp(−2) ≈ 0.23254
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Memoryless Random Variables

Definition: A non-negative random variable X is called memoryless
if for all s > 0 and all t > 0

P [X > s+ t | X > t] = P [X > s]

In words: The probability of waiting s seconds more given you have
already waited t seconds is the same as waiting s seconds from the
start. In other words, no matter how long you have waited, time to
wait still has the same distribution.

Does Exp(λ) have the memoryless property? Let X ∼ Exp(λ). Then

P [X > s+ t | X > t] =
P [X > s+ t,X > t]

P [X > t]
=
P [X > s+ t]

P [X > t]
=

=
e−λ(s+t)

e−λt
= e−λs = P [X > s]

So, yes – Exp(λ) has the memoryless property.
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Example

Two people are being served by two tellers at a bank. A third person
arrives, and must wait for one of the two tellers. If service times are
exponential with the same parameter λ, what is the probability that
the third person is the last to leave?

Solution: The third person starts being served as soon as one of the
initial two is finished.

Once this happens, the time to go for remaining person and the third
person has the same distribution Exp(λ) due to memoryless property.

By symmetry, each has a probability 1/2 of finishing last.
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Another example

A car battery has a lifetime that is exponentially distributed with the
mean of 10, 000 km.

What is the probability of completing a 5000 km trip without replacing
the battery?

Solution: Let X ∼ Exp(λ) with λ = 104. Also, let d be the number of
km that battery has been operating for so far.

Since battery has operated for d km so far, we have

P [X > 5000 + d | X > d] = P [X > 5000] = 1− FX(5000) =

= exp(−5000/10000) ≈ 0.607

Had the distribution not been exponential, then we’d have had

P [X > d+ 5000 | X > d] =
P [X > d+ 5000, X > d]

P [X > d]
=

=
P [X > d+ 5000]

P [X > d]
=

1− FX(d+ 5000)

1− FX(d)
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Distribution of a function of a random variable

Given a random variable X and Y = g(X), we want to find the
distribution of Y .

According to our two-step approach, we first need to calculate

FY (y) = P [g(X) ≤ y]

and then differentiate to compute

fY (y) =
d

dy
FY (y)
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Example

Let X ∼ U(0, 1) and Y =
√
X. Find FY (y) and fY (y).

Solution: For y ≥ 0, we have

FY (y) = P [Y ≤ y] = P [
√
X ≤ y] = P [X ≤ y2] = FX(y2) =

=

{
y2 for 0 ≤ y ≤ 1

1 for 1 < y

Since Y cannot be negative, FY (y) = 0 for y < 0. Therefore,

FY (y) =


0 for y < 0

y2 for 0 ≤ y ≤ 1

1 for 1 < y
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Example (cont.)

Finally, differentiating w. r. t. y, we get

fY (y) =
d

dy
FY (y) =


0 for y < 0

2y for 0 ≤ y ≤ 1

0 for 1 < y
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Another example

Let Y = X2. What is fY (y) in terms of fX(x)?

Solution: For y ≥ 0, we have

FY (y) = P [Y ≤ y] = P [X2 ≤ y] = P [−√y ≤ X ≤ √y] =

= FX(
√
y)− FX(−√y)

Consequently,

fY (y) =
d

dy
FY (y) =

d

dy
FX(
√
y)− d

dy
FX(−√y) =

= fX(
√
y)

1

2
√
y
− fX(−√y)

−1

2
√
y

=
1

2
√
y

(fX(
√
y) + fX(−√y))

For y < 0, we have
FY (y) = P [X2 ≤ y] = 0

and, therefore, fY (y) = 0
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More examples

Let Y = |X|. What is fY (y) in terms of fX(x)?

Solution: For y ≥ 0, we have

FY (y) = P [Y ≤ y] = P [|X| ≤ y] = P [−y ≤ X ≤ y] =

= FX(y)− FX(−y)

Hence,

fY (y) =
d

dy
FY (y) =

d

dy
FX(y)− d

dy
FX(−y) =

= fX(y) + fX(−y)

For y < 0, P [|X| ≤ y] = 0, and so fY (y) = 0.
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Final (important) example

Let Y = aX + b. What is fY (y) in terms of fX(x)?

Solution: If a > 0, we have

FY (y) = P [Y ≤ y] = P [aX + b ≤ y] = P

[
X ≤ y − b

a

]
= FX

(
y − b
a

)
and hence

fY (y) =
d

dy
FY (y) =

d

dy
FX

(
y − b
a

)
=

1

a
fX

(
y − b
a

)
On the other hand, if a < 0, we have

FY (y) = P [Y ≤ y] = P [aX+b ≤ y] = P

[
X ≥ y − b

a

]
= 1−P

[
X <

y − b
a

]

= 1− P
[
X ≤ y − b

a

]
= 1− FX

(
y − b
a

)
and hence

fY (y) =
d

dy
FY (y) =

d

dy

(
1− FX

(
y − b
a

) )
= −1

a
fX

(
y − b
a

)
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Final (important) example (cont.)

Since a was negative in the second case, both cases can be combined
into a single expression:

fY (y) =
1

|a|fX
(
y − b
a

)
which makes sense, since the probability density cannot be negative!

To summarize: if X ∼ fX(x), then Y = aX + b is distributed
with

fY (y) =
1

|a|fX
(
y − b
a

)
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Transformation of random variables

Theorem: Let X be a continuous random variable with pdf
fX(x). Let g(x) be differentiable and either strictly increasing
or strictly decreasing. Then Y = g(X) has pdf

fY (y) =

{
fX
(
g−1(y)

) ∣∣∣ ddy g−1(y)
∣∣∣ , if y = g(x) for some x

0, else

To understand how it works, consider the case that g(x) is strictly
increasing. Say y = g(x) for some x. Then

FY (y) = P [g(X) ≤ y] = P [X ≤ g−1(y)] = FX(g−1(y))

and hence

fY (y) =
d

dy
FY (y) =

d

dy
FX(g−1(y)) = fX(g−1(y))

d

dy
g−1(y)

ECE 203 - Section 4 Instructor: Dr. O. Michailovich, 2022 43/44



Transformation of random variables

If there is no x such that y = g(x), then either:

1 y is less than all possible values of g(x)
2 y is greater than all possible values of g(x)

Then, P [g(X) ≤ y] is either 0 or 1.

Either way, fY (y) = 0.
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