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ABSTRACT
Software defect prediction, which predicts defective code regions, can help developers find bugs and prioritize their testing efforts. To build accurate prediction models, previous studies focus on manually designing features that encode the characteristics of programs and exploring different machine learning algorithms. Existing traditional features often fail to capture the semantic differences of programs, and such a capability is needed for building accurate prediction models.

To bridge the gap between programs’ semantics and defect prediction features, this paper proposes to leverage a powerful representation-learning algorithm, deep learning, to learn semantic representation of programs automatically from source code. Specifically, we leverage Deep Belief Network (DBN) to automatically learn semantic features from token vectors extracted from programs’ Abstract Syntax Trees (ASTs).

Our evaluation on ten open source projects shows that our automatically learned semantic features significantly improve both within-project defect prediction (WPDP) and cross-project defect prediction (CPDP) compared to traditional features. Our semantic features improve WPDP on average by 14.7% in precision, 11.5% in recall, and 14.2% in F1. For CPDP, our semantic features based approach outperforms the state-of-the-art technique TCA+ with traditional features by 8.9% in F1.

1. INTRODUCTION
Software defect prediction techniques [12,18,20,23,27,32,38,40,52,62,70] have been proposed to detect defects and reduce software development costs. Defect prediction techniques build models from software data, and use the models to predict whether new instances of code regions, e.g., files, changes, and methods, contain defects. Efforts of previous studies towards building accurate prediction models fall into two main directions: one is manually designing new features or new combinations of features to represent defects more effectively; the other is using new and improved machine learning algorithms. Researchers have manually designed many features to distinguish defective files from non-defective files, e.g., Halstead features [10] based on operator and operand counts, McCabe features [31] based on dependencies, CK features [5] based on function and inheritance counts, etc., MOOD features [11] based on polymorphism factor, coupling factor, etc., code change features [18] include number of lines of code added, removed, etc., and other object-oriented features [7]. Meanwhile, many machine learning algorithms have been adopted for software defect prediction, including Support Vector Machine (SVM), Naive Bayes (NB), Decision Tree (DT), Neural Network (NN), and Dictionary Learning [20].

Programs have well-defined syntax, which can be represented by Abstract Syntax Trees (ASTs) [15] and have been successfully used to capture programming patterns [44,46]. In addition, programs have semantics, which is hidden deeply in source code [65]. It has been shown that programs’ semantic information is useful for tasks such as code completion and bug detection [15,28,44,46,60]. Such semantic information should also be useful for characterizing defects for improving defect prediction. Specifically, in order to make accurate predictions, the features need to be discriminative: capable of distinguishing one instance of code region from another.

However, existing traditional features cannot distinguish code regions of different semantics. Program files with different semantics can have traditional features with the same values. For example, Figure 1 shows two Java files, File1.java and File2.java, both of which contain an if statement, a for statement, and two function calls. Using traditional features to represent these two files, their feature vectors are identical, because these two files have the same source code characteristics in terms of lines of code, function calls, raw programming tokens, etc. However, the semantic information is different. Features that can distinguish such semantic differences should enable the building of more accurate prediction models.

To bridge the gap between programs’ semantic information and features used for defect prediction, this paper proposes to leverage a powerful representation-learning algorithm, namely deep learning [17], to learn semantic representation of programs automatically and use the representation to improve defect prediction. Specifically, we use Deep Belief Network (DBN) [16] to automatically learn features from token vectors extracted from programs’ ASTs, and then utilize these features to train a defect prediction model.
DBN is a generative graphical model, which learns a representation that can reconstruct training data with a high probability. It automatically learns high-level representation of data by constructing a deep architecture. We have seen successful applications of DBN in many fields, including speech recognition, image classification, natural language understanding, and semantic search.

To use a DBN to learn features from code snippets, we convert the code snippets into vectors of tokens with structural and contextual information preserved, and use these vectors as input to the DBN. For the two code snippets in Figure 1, the input vectors will be 

\[
\text{\ldots, if, foo, for, bar, \ldots} \quad \text{and} \quad \text{\ldots, foo, for, if, bar, \ldots}
\]

respectively. Since the vectors of these two files are different, DBN will automatically learn features to distinguish these two code snippets (details are in Figure 3 and Section 3.3).

This paper makes the following contributions:

- We propose to leverage a powerful representation-learning algorithm, namely deep learning, to learn semantic features from token vectors extracted from programs’ ASTs automatically.

- We leverage the semantic features learned automatically by DBN to improve both within-project defect prediction (WPDP) and cross-project defect prediction (CPDP).

- Our evaluation results on ten open source Java projects show that the automatically generated semantic features improve both WPDP and CPDP. For WPDP, our semantic features achieve an average improvement of precision by 14.7%, recall by 11.5%, and F1 by 14.2% compared to traditional features. For CPDP, our semantic feature based approach outperforms the state-of-the-art technique TCA+ built on traditional features by 8.9% in F1.

The rest of this paper is summarized as follows. Section 2 provides backgrounds on defect prediction and DBN. Section 3 describes our proposed approach to learn semantic features from source code automatically, and leverage these learned features to predict defects. Section 4 shows the experimental setup. Section 5 evaluates the performance of learned semantic features. Section 6 and Section 7 present threats to our work and related work respectively. We conclude this paper in Section 8.

2. BACKGROUND

This section provides the backgrounds of file-level defect prediction and deep belief network.
To calculate $P(h^k|h^{k+1})$, each pair of two adjacent layers in DBN are trained as a Restricted Boltzmann Machines (RBM) $^{[2]}$. A RBM is a two-layer, undirected, bipartite graphical model where the first layer consists of observed data variables, referred to as visible nodes, and the second layer consists of latent variables, referred to as hidden nodes. $P(h^k|h^{k+1})$ can be efficiently calculated as:

$$P(h^k|h^{k+1}) = \prod_{j=1}^{n_k} P(h^k_j|h^{k+1})$$  

$$P(h^k_j|h^{k+1}) = \text{sigm}(b^k_j + \sum_{a=1}^{n_{k+1}} W^k_{aj} h^{k+1}_a)$$  

where $n_k$ is the number of node in layer $k$, $\text{sigm}(c) = \frac{1}{1+e^{-c}}$, $b^k_j$ is the bias for node $j$ of layer $k$, and $W^k$ is the weight matrix between layer $k$ and $k+1$.

DBN automatically learns $W$ and $b$ matrices using an iteration process. $W$ and $b$ are updated via log-likelihood stochastic gradient descent:

$$W_{ij}(t+1) = W_{ij}(t) + \eta \frac{\partial \log(P(v|h))}{\partial W_{ij}}$$  

$$b^k_i(t+1) = b^k_i(t) + \eta \frac{\partial \log(P(v|h))}{\partial b^k_i}$$

where $t$ is the $t^{th}$ iteration, $\eta$ is the learning rate, $P(v|h)$ is the probability of the visible layer of a RBM given the hidden layer, $i$ and $j$ are two nodes in different layers of the RBM, $W_{ij}$ is the weight between the two nodes, and $b^k_i$ is the bias on the node $i$ in layer $k$.

To train the network, one first initializes all $W$ matrices between two layers via RBM and sets the biases $b$ to 0. They can be well-tuned with respect to a specific criterion, e.g., the number of training iterations, error rate between reconstructed input data and original input data. In this study, we use the number of training iterations as the criterion for tuning $W$ and $b$. The well-tuned $W$ and $b$ are used to set up a DBN for generating semantic features for both training and test data. Also, we discuss how these parameters affect the performance of learned semantic features in Section 4.3.

3. APPROACH

In this work, we use DBN to generate semantic features automatically from source code and leverage these features to improve defect prediction. Figure 3 illustrates the workflow of our approach according to the motivating example in Figure 1. Our approach takes tokens from the source code of the training and test sets as input, and generates semantic features from them, which are then used to build and evaluate the models for predicting defects. Specifically, our approach first extracts a vector of tokens from the source code of each file in both the training and test sets. Since DBN requires input data in the form of integer vectors, we build a mapping between integers and tokens and convert the token vectors to integer vectors. To generate semantic features, we first use the integer vectors of the training set to build a DBN. Then, we use the DBN to automatically generate semantic features from the integer vectors of the training and test sets. Finally, based on the generated semantic features, we build defect prediction models from the training set, and evaluate their performance on the test set.

Our approach consists of four major steps: 1) parsing source code into tokens, 2) mapping tokens to integer identifiers, which are the expected inputs of DBN, 3) leveraging DBN to automatically generate semantic features, and 4) building defect prediction models and predicting defects using the learned semantic features of the training data and the test data.

3.1 Parsing Source Code

For our study, we need to extract syntactic information from source code for DBN to learn semantic features. We utilize Java Abstract Syntax Tree (AST) to extract syntactic information from source code. Three types of AST nodes are extracted as tokens: 1) nodes of method invocations and class instance creations, e.g., in Figure 3 method foo() and bar() are recorded as their method names, 2) declaration nodes, i.e., method declarations, type declarations, and enum declarations, and 3) control-flow nodes such as while, catch, throw, statements, etc. Control-flow nodes are recorded as their statement types, e.g., an if statement is simply recorded as if. In summary, for each file, we obtain a vector of tokens of the three categories.

We exclude AST nodes that are not one of these three categories, such as assignment and intrinsic type declaration, because they are often method-specific or class-specific, which may not be generalizable to the whole project. Adding them may dilute the importance of other nodes.

Since the names of methods, classes, and types are typically project-specific, methods of an identical name in different projects are either rare or of different functionalities. Thus, for cross-project defect prediction, we extract all three categories of AST nodes, but for the AST nodes in categories 1) and 2), instead of using their names, we use their AST node types such as method declarations and method invocations. Take project xerces as an example. As an XML parser, it consists of many methods named getXXX and

![Diagram](image-url)
setXXX, where XXX refers to XML-specific keywords including `charset`, `type`, and `href`. Each of these methods contains only one method invocation statement, which is in form of either `getAttribute(XXX)` or `setAttribute(XXX)`. Methods `getXXX` and `setXXX` do not exist in other projects, while `getAttribute(XXX)` and `setAttribute(XXX)` have different meanings in other projects, so using their names `getAttribute(XXX)` or `setAttribute(XXX)` is not helpful. But it is useful to know that there exist method declaration nodes, and only one method invocation node is under each of these method declaration nodes, since it might be unlikely for a method with only one method invocation inside to be buggy. In this case, compared with using the method names, using the AST node types `method declaration` and `method invocation` is more useful since they can still provide partial semantic information.

### 3.2 Handling Noise and Mapping Tokens

#### 3.2.1 Handling Noise

Defect data are often noisy and suffer from the mislabeling problem. Studies have shown that such noises could significantly affect the performance of defect prediction [14, 22, 58]. To prune noisy data, Kim et al. proposed an effective mislabeling data detection approach named Closest List Noise Identification (CLNI) [22]. It identifies the k-nearest neighbors for each instance and examines the labels of its neighbors. If a certain number of neighbors have opposite labels, the examined instance will be flagged as noise. However, such approach cannot be directly applied to our data because their approach is based on the Euclidean Distance of traditional numerical features. Since our features are semantic tokens. The difference between the values of two features only indicates that these two features are of different tokens.

To detect and eliminate mislabeling data, and help DBN learn common knowledge between the semantic information of buggy and clean files, we adopt an edit distance similarity computation algorithm [43] to define the distances between instances. The edit distances are sensitive to both the tokens and order among the tokens. Given two token sequences A and B, the edit distance $d(A, B)$ is the minimum-weight series of edit operations that transform A to B. The smaller $d(A, B)$ is, the more similar A and B are.

Based on edit distance similarity, we deploy CLNI to eliminate data with potential incorrect labels. In this study, since our purpose is not to find the best training or test set, we do not spend too much effort on well tuning the parameters of CLNI. We use the recommended parameters and find them work well. In our benchmark experiments with traditional features, we also perform CLNI to remove the incorrectly labeled data.

Additionally, we filter out infrequent AST nodes, which might be designed for a specific file and be hardly generalized to other files. For a project, if the total number of occurrences of a token is less than three, we filter the token out. We encode only the tokens that occur three or more times, which is a common practice in the NLP research field [30].

#### 3.2.2 Mapping Tokens

DBN takes only numerical vectors as inputs, and the lengths of the input vectors must be the same. To use DBN to generate semantic features by using DBN, we first build a mapping between integers and tokens, and encode token vectors to integer vectors. Each token has a unique integer identifier while different method names and class names will be treated as different tokens. Since our integer vectors may have different lengths, we append 0 to the integer vectors to make all the lengths consistent and equal to the length of the longest vector. Adding zeros does not affect the results, and it is simply a representation transformation to make the vectors acceptable by DBN. Taking code snippets in Figure 4 as an example, if we consider only “File1” and “File2,” the token vectors for “File1” and “File2” would be mapped to [1, 2, 3, 4] and [2, 3, 1, 4] respectively. Through this encoding process, method invocation information and inter-class information are represented as integer vectors. In addition, some program structure information is preserved since the order of tokens remains unchanged.

### 3.3 Training DBN and Generating Features

#### 3.3.1 Training DBN

To generate semantic features for distinguishing buggy and clean files, we need to first train DBN by using the training data. As discussed in Section 3 to train an effective DBN for learning semantic features, we need to tune three parameters, which are: 1) the number of hidden layers, 2) the number of nodes in each hidden layer, and 3) the number of training iterations. Existing work that leveraged DBN to generate features for NLP [55] and image recognition [8, 25] reported that the performance of DBN-generated features is sensitive to these parameters. We show how we tune these parameters in Section 4.

To simplify our model, we set the number of nodes to be the same in each layer. Through these hidden layers and nodes, DBN obtains characteristics that are difficult
to be observed but are capable of capturing semantic differences. For each node, DBN learns probabilities of traversing from this node to the nodes of its top level. Through backpropagation validation, DBN reconstructs the input data using generated features by adjusting weights between nodes in different layers.

DBN requires the values of input data ranging from 0 to 1, while data in our input vectors can have any integer values due to our mapping approach. To satisfy the input range requirement, we normalize the values in the data vectors of the training and test sets by using min-max normalization\(^6\). In our mapping process, integer values for different tokens are just identifiers. One token with a mapping value of 1 and one token with a mapping value of 2 only means these two nodes are different and independent. Thus, the normalized values can still be used as token identifiers since the same identifiers still keep the same normalized values.

3.3.2 Generating Features

After we train a DBN, both the weights \(w\) and the biases \(b\) (details are in Section 2) are fixed. We input the normalized integer vectors of the training data and the test data into the DBN respectively, and then obtain semantic features for the training and test data from the output layer of the DBN.

3.4 Building Models and Performing Defect Prediction

After we obtain the generated semantic features for each file in both the training data and the test data, we build and train defect prediction models by following the standard defect prediction process described in Section 2 and then we use the test data to evaluate the performance of the built defect prediction models.

4. EXPERIMENTAL SETUP

We conduct several experiments to study the performance of the proposed semantic features and compare them with existing traditional features. We run experiments on a 2.5GHz i5-3210M machine with 4GB RAM.

4.1 Evaluation Metrics

To measure defect prediction results, we use three metrics: Precision, Recall, and \(F1\). These three metrics are widely adopted to evaluate defect prediction techniques\(^{20,33,34,42,70}\). Here is a brief introduction:

\[
\text{Precision} = \frac{\text{true positive}}{\text{true positive} + \text{false positive}} \quad (6)
\]

\[
\text{Recall} = \frac{\text{true positive}}{\text{true positive} + \text{false negative}} \quad (7)
\]

\[
F1 = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \quad (8)
\]

Precision and recall are composed of three numbers in terms of true positive, false positive, and false negative. True positive is the number of predicted defective files that are truly defective, while false positive is the number of predicted defective files that are actually not defective. False negative records the number of predicted non-defective files that are actually defective. A higher precision makes the manual inspection on a certain amount of predicted defective files find more defects, while an increase in recall can reveal more defects given a project. \(F1\) takes consideration of both precision and recall.

4.2 Evaluated Projects and Data Sets

To facilitate the replication and verification of our experiments, we use publicly available data from the PROMISE data repository. We select all Java open source projects from PROMISE\(^1\) whose version numbers are provided. We need the version numbers of each project because we need to extract token vectors from ASTs of source code to feed our DBN-based feature generation approach. In total, 10 Java projects are collected. Table 1 shows the versions, the average number of files, and the average buggy rate of each project. The numbers of files of the projects range from 150 to 1,046, and the buggy rates of the projects have a minimum value of 13.4% and a maximum value of 49.7%.

4.3 Two Baselines of Traditional Features

To evaluate the performance of semantic features in defect prediction, we compare semantic features with traditional features. Our first baseline of traditional features consists of 20 traditional features, including lines of code, operand and operator counts, number of methods in a class, the position of a class in inheritance tree, and McCabe complexity measures, etc. The 20 traditional features are available for PROMISE data, and the work from He et al.\(^{13}\) contains the full list of the 20 features, which are well described in their Table II. These features and data have been widely used in previous work\(^{20,33,34,42,70}\). We choose the widely used PROMISE data so that we can directly compare our work with previous studies. Note that, for a fair comparison, we also perform the noise removal approach described in Section 3.2.1 on the PROMISE data.

The traditional features from PROMISE do not contain AST nodes, which were used by our DBN models. For a fair comparison, our second baseline of traditional features is the AST nodes that were given to our DBN models, i.e., the AST nodes in all files after fixing noise (Section 3.2.1). Each instance is represented as a vector of term frequencies of the AST nodes.

4.4 Parameter Settings for Training a DBN Model

Many DBN applications\(^{6,25,37}\) report that an effective DBN needs well-tuned parameters, i.e., 1) the number of hidden layers, 2) the number of nodes in each hidden layer, and 3) the number of iterations. In this study, since we leverage DBN to generate semantic features, we need to consider the impact of the three parameters. We tune the three parameters by conducting experiments with different values of the parameters on ant (1.5, 1.6), camel (1.2, 1.4), jEdit (4.0, 4.1), lucene (2.0, 2.2), and poi (1.5, 2.5) respectively. Each experiment has specific values of the three parameters and runs on the five projects individually. Given an experiment, for each project, we use the older version of this project to train a DBN with respect to the specific values of the three parameters. Then, we use the trained DBN to generate semantic features for both the older and newer versions. After that, we use the older version to build a defect prediction model and apply it to the newer version. Lastly, we evaluate the specific values of the parameters by the average \(F1\) score of the five projects in defect prediction.

\(^1\)http://openscience.us/repo/defect
Table 1: Evaluated projects

<table>
<thead>
<tr>
<th>Project</th>
<th>Description</th>
<th>Releases</th>
<th>Avg Files</th>
<th>Avg Buggy Rate (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ant</td>
<td>Java based build tool</td>
<td>1.5,1.6,1.7</td>
<td>488</td>
<td>13.4</td>
</tr>
<tr>
<td>camel</td>
<td>Enterprise integration framework</td>
<td>1.2,1.4,1.6</td>
<td>1,046</td>
<td>18.7</td>
</tr>
<tr>
<td>jEdit</td>
<td>Text editor designed for programmers</td>
<td>3.2,4.0,4.1</td>
<td>645</td>
<td>19.2</td>
</tr>
<tr>
<td>log4j</td>
<td>Logging library for Java</td>
<td>1.0,1.1</td>
<td>150</td>
<td>49.7</td>
</tr>
<tr>
<td>lucene</td>
<td>Text search engine library</td>
<td>2.0,2.2,2.4</td>
<td>402</td>
<td>35.8</td>
</tr>
<tr>
<td>xalan</td>
<td>A library for transforming XML files</td>
<td>2.4,2.5</td>
<td>992</td>
<td>29.6</td>
</tr>
<tr>
<td>xerces</td>
<td>XML parser</td>
<td>1.2,1.3</td>
<td>549</td>
<td>15.7</td>
</tr>
<tr>
<td>ivy</td>
<td>Dependency management library</td>
<td>1.4,2.0</td>
<td>311</td>
<td>20.0</td>
</tr>
<tr>
<td>synapse</td>
<td>Data transport adapters</td>
<td>1.0,1.1,1.2</td>
<td>220</td>
<td>22.7</td>
</tr>
<tr>
<td>poi</td>
<td>Java library to access Microsoft format files</td>
<td>1.5,2.5,3.0</td>
<td>416</td>
<td>40.7</td>
</tr>
</tbody>
</table>

Figure 5: Defect prediction performance with different parameters

4.4.1 Setting the number of hidden layers and the number of nodes in each layer

Since the number of hidden layers and the number of nodes in each hidden layer interact with each other, we tune these two parameters together. For the number of hidden layers, we experiment with 11 discrete values include 2, 3, 5, 10, 20, 50, 100, 200, 500, 800, and 1,000. For the number of nodes in each hidden layer, we experiment with eight discrete values include 20, 50, 100, 200, 300, 500, 800, and 1,000. When we evaluate these two parameters, we set the number of iterations to 50 and keep it constant.

Figure 5 illustrates the average F1 scores for tuning the number of hidden layers and the number of nodes in each hidden layer together. When the number of nodes in each layer is fixed, with increasing number of hidden layers, all the average F1 scores are convex curves. Most curves peak at the point where the number of hidden layers is equal to 10. If the number of hidden layers remains unchanged, the best F1 score happens when the number of nodes in each layer is 100 (the top line in Figure 5). As a result, we choose the number of hidden layers as 10 and the number of nodes in each hidden layer as 100. Thus, the number of DBN-based features for each project is 100.

4.4.2 Setting the number of iterations

The number of iterations is another important parameter for building an effective DBN. During the training process, DBN adjusts weights to narrow down error rate between reconstructed input data and original input data in each iteration. In general, the bigger the number of iterations, the lower the error rate. However, there is a trade-off between the number of iterations and the time cost. To balance the number of iterations and the time cost, we choose the same five projects to conduct experiments with ten discrete values for the number of iterations. The values range from 1 to 10,000. We use error rate to evaluate this parameter. Figure 6 demonstrates that, as the number of iterations increasing, the error rate decreases slowly with the corresponding time cost increases exponentially. In this study, we set the number of iterations to 200, with which the average error rate is about 0.098 and the time cost is about 15 seconds.

Figure 6: Average error rate and time cost for different numbers of iterations

4.5 Within-Project Defect Prediction

To examine the performance of our semantic features in within-project defect prediction, we build defect prediction models using three machine learning classifiers, including ADTree, Naive Bayes, and Logistic Regression, which have been adopted in previous work [20,33,34,42,70]. To obtain the training and test data, we use two consecutive versions of each project listed in Table 1. We use the source code of an older version to train DBN and generate the training data. Then we use the trained DBN to generate features for a newer version, which are the test data. We compare our semantic features with the traditional features as described in Section 4.3. For a fair comparison, we use the same classifiers on these traditional features.

Defect data are often imbalanced [57], which might affect the accuracy of defect prediction. Table 1 shows that most of our examined projects have buggy rates less than 50% and so are imbalanced. To obtain optimal defect prediction
models, we perform the re-sampling technique used in existing work [57], i.e., SMOTE, on our training data for both semantic features and traditional features.

4.6 Cross-Project Defect Prediction

Due to the lack of defect data, it is often difficult to build accurate prediction models for new projects. To overcome this problem, cross-project defect prediction techniques train prediction models by using data from mature projects or called source projects, and use the trained models to predict defects for new projects or called target projects. However, since the features of source projects and target projects often have different distributions, making an accurate and precise cross-project defect prediction is still challenging [11].

We believe that our proposed semantic features can capture the common characteristics of defects, which implies that the semantic features trained from a project can be used to predict a different project, and so applicable in cross-project defect prediction. To measure the performance of the semantic features in cross-project defect prediction, we propose a technique called DBN Cross-Project Defect Prediction (DBN-CP). Given a source project and a target project, DBN-CP first trains a DBN by using the source project and generates semantic features for both the two projects. Then, DBN-CP trains an ADTree based defect prediction model using data from the source project, and then use the built model to perform defect prediction on the target project. We choose TCA+ [12] as our baseline. To compare with TCA+, we randomly pick 1 or 2 versions from each project, in total we have 11 target projects, and for each target project, we randomly select 2 source projects that are different from the target projects. Thus, 22 test pairs are collected.

The reason why we compare with TCA+ is that TCA+ is the state-of-the-art technique that reports the best performance in cross-project defect prediction. Since TCA+ is not publicly available, we have reimplemented our own version of it. In our reproduction, we follow the processes described in [12], we first implement all their proposed five normalization methods and assign them with the same conditions as given in TCA+ paper. We then perform Transfer Component Analysis [49] on source projects and target projects together, and map them onto the same subspace while minimizing data difference and maximizing data variance. Finally, we use the source projects and target projects with the new features to build and evaluate ADTree-based prediction models.

5. RESULTS

This section presents our experimental results. We focus on the performance of our proposed semantic features and answer the following research questions (RQ):

RQ1: Do semantic features outperform traditional features for within-project defect prediction?

To answer this question, we use different features to build within-project defect prediction models to compare the impact of three sets of features: semantic features that are automatically learned by DBN, PROMISE features, and AST features. The latter two are the two baselines of traditional features. We conduct 16 sets of within-project defect prediction experiments, each of which uses two versions of the same project (listed in Table 1). The older version is used to train prediction models, and the newer version is used as the test set to evaluate the trained models.

Table 2 shows the precision, recall, and F1 of the within-project defect prediction experiments. The highest F1 of the three sets of features are shown in bold. For example, by using ant 1.6 as the training set, and ant 1.7 as the test set, the F1 of using semantic features is 94.2%, while the F1 is only 54.2% with the first baseline of traditional features (from PROMISE), and the F1 is 47.0% with the second baseline of traditional features (based on AST nodes). For this comparison, the only difference is the three sets of features, meaning that the same classification algorithm, namely ADTree, the same parameters and the same training and test sets are used.

On average, semantic features achieve a F1 of 64.1%, while the PROMISE features achieve a F1 of 49.9%, and the AST features achieve a F1 of 44.7%. The results demonstrate that by using the semantic features automatically learned by DBN instead of the PROMISE features, we can improve the defect prediction F1 by 14.2% on average on 16 data sets. The average improvement in the precision and recall is 14.7% and 11.5% respectively.

Since the DBN algorithm has randomness, the generated features vary between different runs. Therefore, we run our DBN-based feature generation approach five times for each experiment. Among the runs, the difference in the generated features is at the level of 1.0e-20, which is too small to propagate to precision, recall, and F1. In other words, the precision, recall, and F1 of all five runs are identical.

Table 2: Comparison between semantic features and two baselines of traditional features (PROMISE features and AST features) using ADTree. Tr denotes the training set version and T denotes the test set version. P, R, and F1 denote precision, recall, and F1 score respectively and are measured in percentage. The best F1 scores are highlighted in bold.

<table>
<thead>
<tr>
<th>Project</th>
<th>Versions (Tr&gt;T)</th>
<th>Semantic</th>
<th>PROMISE</th>
<th>AST</th>
</tr>
</thead>
<tbody>
<tr>
<td>ant</td>
<td>1.5-1.6</td>
<td>88.0/89.1/91.4</td>
<td>41.8/61.7/47.7</td>
<td>40.5/61.7/45.3</td>
</tr>
<tr>
<td></td>
<td>1.6-1.7</td>
<td>98.8/90.1/94.2</td>
<td>41.8/71.3/54.2</td>
<td>41.2/54.7/47.0</td>
</tr>
<tr>
<td>camel</td>
<td>1.2-1.3</td>
<td>90.6/96.4/78.5</td>
<td>41.8/75.2/38.3</td>
<td>32.3/56.0/49.2</td>
</tr>
<tr>
<td></td>
<td>1.4-1.6</td>
<td>26.3/64.9/37.4</td>
<td>28.3/63.7/39.1</td>
<td>29.5/51.5/38.3</td>
</tr>
<tr>
<td>jEdit</td>
<td>3.2-4.0</td>
<td>46.7/74.7/57.4</td>
<td>44.7/73.5/55.6</td>
<td>45.8/47.3/46.6</td>
</tr>
<tr>
<td></td>
<td>4.0-4.1</td>
<td>54.4/70.9/62.5</td>
<td>50.4/66.5/61.8</td>
<td>50.4/60.4/58.8</td>
</tr>
<tr>
<td>log4j</td>
<td>1.0-1.1</td>
<td>67.5/73.0/70.1</td>
<td>49.1/73.0/58.7</td>
<td>55.4/38.6/45.5</td>
</tr>
<tr>
<td>lucene</td>
<td>2.0-2.2</td>
<td>75.9/56.9/65.1</td>
<td>73.3/38.2/50.2</td>
<td>69.5/37.4/48.4</td>
</tr>
<tr>
<td></td>
<td>2.2-2.4</td>
<td>66.5/92.1/77.3</td>
<td>70.9/52.7/60.5</td>
<td>65.9/53.1/58.8</td>
</tr>
<tr>
<td>xian</td>
<td>2.4-2.5</td>
<td>65.0/54.8/59.5</td>
<td>64.7/43.2/51.8</td>
<td>60.1/43.3/50.9</td>
</tr>
<tr>
<td>Across</td>
<td>1.2-1.3</td>
<td>40.3/42.9/41.1</td>
<td>40.0/46.4/38.3</td>
<td>25.5/22.0/23.0</td>
</tr>
<tr>
<td>iry</td>
<td>1.4-2.0</td>
<td>21.7/50.0/35.0</td>
<td>22.6/60.0/32.9</td>
<td>31.6/28.0/30.0</td>
</tr>
<tr>
<td>synapse</td>
<td>1.0-1.1</td>
<td>46.0/66.7/54.4</td>
<td>45.5/69.0/47.6</td>
<td>51.5/45.7/48.4</td>
</tr>
<tr>
<td></td>
<td>1.1-1.2</td>
<td>57.3/59.3/58.3</td>
<td>51.1/55.8/53.3</td>
<td>50.7/40.5/49.0</td>
</tr>
<tr>
<td>poi</td>
<td>1.5-2.5</td>
<td>76.1/55.2/64.0</td>
<td>73.7/41.8/55.8</td>
<td>70.0/31.0/45.5</td>
</tr>
<tr>
<td></td>
<td>2.5-3.0</td>
<td>81.6/79.0/80.5</td>
<td>75.0/78.6/75.4</td>
<td>72.1/46.3/55.6</td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td>64.0/38.7/64.1</td>
<td>48.3/39.2/49.9</td>
<td>49.5/43.0/44.7</td>
</tr>
</tbody>
</table>

The proposed DBN-based approach is effective in automatically learning semantic features, which improves the performance of within-project defect prediction.

RQ1a: Do semantic features outperform traditional features with other classification algorithms? We use semantic features and PROMISE features separately to build defect prediction models by using two alternative
classification algorithms—Naive Bayes and Logistic Regression. We conduct 16 sets of within-project defect prediction, where the training sets and the test sets are exactly same as those in RQ1. Table 3 shows the F1 scores of running Naive Bayes and Logistic Regression on semantic features and PROMISE features. We compare the performance of semantic features and PROMISE features under different classification algorithms. The better F1 scores are in bold. Take ant as an example, when the model is built on Naive Bayes, by choosing version 1.5 as the training set and 1.6 as the test set, semantic features produce a F1 of 63.0%, which is 7.0% higher than using PROMISE features. For the same example with Logistic Regression as the classification algorithm, semantic features achieve a F1 of 91.6%, while using PROMISE features produces a F1 of 50.6% only. Among the experiments with either Naive Bayes or Logistic Regression as the classification algorithm, semantic features outperform PROMISE features in 14 out of the 16 times. On average, Naive Bayes based defect prediction model with semantic features achieves a F1 of 60.0%, which is a 14.8% improvement over Naive Bayes with PROMISE features. Similarly, the average F1 of using semantic features with Logistic Regression is 59.7%, which is a 10.7% improvement over Logistic Regression with PROMISE features.

The semantic features automatically learned from DBN improve within-project defect prediction and the improvement is not tied to a particular classification algorithm.

**RQ2: Do semantic features outperform traditional features for cross-project defect prediction?**

In order to answer this question, we compare our proposed cross-project defect prediction technique DBN-CP with TCA+ [42]. DBN-CP runs on the semantic features that are automatically generated by DBN, while TCA+ uses PROMISE features. For a fair comparison, we also provide a benchmark of within-project defect prediction. We conduct 22 sets of cross-project defect prediction experiments. Each experiment takes two versions separately from two different projects, while one is as the training set and the other one is as the test set. Different from DBN-CP and TCA+, the benchmark of within-project defect prediction uses the data from an older version of the target project as the training set.

Table 4 contains the F1 scores of DBN-CP, TCA+, and the benchmark within-project defect prediction. The better F1 scores between DBN-CP and TCA+ are in bold. Take ant1.6 as the example, when the model is built on Naive Bayes as the classification algorithm, DBN-CP achieves a F1 of 31.6%, while TCA+ achieves a F1 of 29.2%, which is 8.9% higher than the 47.9% of TCA+. Compared with within-project defect prediction for this experiment, running DBN-CP achieves a F1 score of 97.9%, which is even higher than the F1 score of within-project defect prediction with a value of 91.4%. From the point of average F1, DBN-CP achieves 56.8%, which is 8.9% higher than the 47.9% of TCA+. Compared with within-project defect prediction, DBN-CP makes progress for cross-project defect prediction by reducing the gap to only 6.4%.

Our proposed DBN-CP improves the performance of cross-project defect prediction. The semantic features learned by DBN are effective and able to capture the common characteristics of defects across projects.

**RQ3: What is the time and space cost of the proposed DBN-based feature generation process?**

While we conduct the 16 sets of within-project defect prediction experiments for RQ1, we keep track of the time cost and memory space cost for our proposed DBN-based feature generation process (refer to Section 4.3), in which DBN
generates semantic features automatically by using noise-handled data. For the other processes, including parsing source code, handling noise, mapping tokens, building models, and predicting defects, they are all common procedures, so we do not analyze their costs.

Table 5 shows the time cost and the memory space cost for generating semantic features. Given an example of ant, Table 5 shows that ant has two sets of within-project defect prediction experiments, which are ant 1.5 ->1.6 and ant 1.6 ->1.7. On average, it takes the two experiments 15.5 seconds and 2.8MB memory for DBN to generate semantic features for both the training data and the test data.

Among all the projects, the time cost of automatically generating semantic features varies from 8.0 seconds (ivy) to 32.0 seconds (camel). As for the memory space cost, it takes less than 6.5MB for all the examined projects.

Using our proposed DBN-based approach to automatically learn semantic features is applicable in practice.

### 6. THREATS TO VALIDITY

**Implementation of TCA+.**

For the comparative analysis, we compare our proposed CPDP approach with TCA+ [42], which is the state-of-the-art CPDP technique. Since the original implementation is not released, we have reimplemented our own version of TCA+. Although we strictly followed the procedures described in their work, our new implementation may not reflect all the implementation details of the original TCA+. We test our implementation using data provided by their work, since our implementation could generate the same results, we are confident that our implementation reflects the original TCA+.

In this work we did not evaluate our DBN-based feature generation approach on projects used for evaluating TCA+ [42]. There are two reasons. First, our DBN-based feature generation approach to within-project defect prediction works on data of two different versions from the same project, while datasets used in [42] only provided one version of defect data for each of their eight projects, which are unsuitable for evaluating our approach to within-project defect prediction. Second, some of their examined projects are C/C++ projects. The current implementation of our DBN-based feature generation approach focuses on Java projects, and all of the ten evaluated projects in this work are Java projects. Despite the threats, our comparison should be fair, since we apply TCA+ and our approach on the same projects, which are publicly available data from PROMISE and are biased toward neither TCA+ nor our approach.

**Project selection.**

The examined projects in this work have a large variance in average buggy rates. We have tried our best to make our dataset general and representative. However, it is still possible that these ten projects are not generalizable enough to represent all software projects. Given projects that are not included in the ten projects, our proposed approach might generate better or worse results. Our proposed semantic features generation approach is only evaluated on open source Java projects. Its performance on closed source software and projects written in other languages is unknown.

### 7. RELATED WORK

#### 7.1 Software Defect Prediction

There are many software defect prediction techniques [12, 18, 20, 23, 27, 32, 38, 40, 47, 52, 62, 70]. Most defect prediction techniques leverage features that are manually extracted from labeled historical defect data to train machine learning based classifiers [34]. Commonly used features can be divided into static code features and process features [33]. Code features include Halstead features [6], McCabe features [31], CK features [5], and MOOD features [11], which are widely examined and used for defect prediction. Recently, process features have been proposed and used for defect prediction. Moser et al. [38] used the number of revisions, authors, past fixes, and ages of files as features to predict defects. Nagappan et al. [40] proposed code churn features, and shown that these features were effective for defect prediction. Hassan et al. [12] used entropy of change features to predict defects. Lee et al. [27] proposed 56 micro interaction metrics to improve defect prediction. Other process features, including developer individual characteristics [18, 48] and collaboration between developers [27, 34, 51, 64], were also useful for defect prediction.

Based on these features, many machine learning models are built for two different defect prediction tasks—within-project defect prediction and cross-project defect prediction.

#### 7.1.1 Within-Project Defect Prediction

Within-project defect prediction (WPDP) uses training data and test data that are from the same project. Many machine learning algorithms have been adopted for WPDP, including Support Vector Machine (SVM) [8], Bayesian Belief Network [1], Naïve Bayes (NB) [59], Decision Tree (DT) [9, 21, 62], and Dictionary Learning [20]. Elish et al. [8] evaluated the capability of SVM in predicting defect-prone software modules, and they compared SVM against eight statistical and machine learning models on four NASA datasets. Amasaki et al. [1] proposed an approach to predict the final quality of a software product by using the Bayesian Belief Network. Tao et al. [59] proposed a Naïve Bayes based defect prediction model, they evaluated the proposed approach on 11 datasets from the PROMISE defect data repository. Wang et al. [62] and Khosghoftaar et al. [21] examined the performance of Tree-based machine learning...
algorithms on defect prediction, their results suggested that Tree-based algorithms could help defect prediction. Jing et al. [20] introduced the dictionary learning technique to defect prediction. They proposed a cost-sensitive dictionary learning based approach to improve defect prediction.

7.1.2 Cross-Project Defect Prediction

Due to the lack of data, it is often difficult to build accurate models for new projects. To address this issue, cross-project defect prediction (CPDP) models are trained by using data from other projects. Watanabe et al. [63] proposed an approach for CPDP by transforming the target dataset to the source dataset by using the average feature values. Turhan et al. [61] proposed to use a nearest-neighbor filter to improve CPDP. Nam et al. [12] proposed TCA+, which adopted a state-of-the-art technique called Transfer Component Analysis (TCA) and optimized TCA’s normalization process to improve CPDP. They evaluated TCA+ on eight open-source projects, results shown TCA+ significantly improved CPDP. Nam et al. [21] and Jing et al. [19] used different approaches to address the heterogeneous data problem in cross-project defect prediction.

The main differences between our approach and existing approaches for within-project defect prediction and cross-project defect prediction are as follows. First, existing approaches to defect prediction are based on manually encoded traditional features which are not sensitive to programs’ semantic information, while our approach automatically learns semantic features using DBN and uses these features to perform defect prediction tasks. Second, since our approach requires only the source code of the training and test projects, it is suitable for both within-project defect prediction and cross-project defect prediction.

7.2 Deep Learning and Semantic Feature Generation in Software Engineering

Recently, deep learning algorithms have been adopted to improve research tasks in software engineering. Yang et al. [68] proposed an approach that leveraged deep learning to generate features from existing features and then used these new features to predict whether a commit is buggy or not. This work was motivated by the weaknesses of logistic regression (LR) that LR can not combine features to generate new features. They used DBN to generate features from 14 traditional change level features: the number of modified subsystems, modified directories, modified files, code added, code deleted, line of code before/after the change, files before/after the change, and several developer experience related features [68].

Our work differs from the above study mainly in three aspects. First, we use DBN to learn semantic features directly from source code, while features generated from their approach are relations among existing features. Since the existing features used cannot distinguish many semantic code differences, the combination of these features would still fail to distinguish the semantic differences. For example, if two changes add the same line at different locations in the same file, the traditional features used cannot distinguish the two changes. Thus, the generated new features, which are combinations of the traditional features, would also fail to distinguish the two changes. Second, we evaluate the effectiveness of our generated features using different classifiers and for both within-project and cross-project defect prediction,

while they use LR only for within-project defect prediction. Third, we focus on file level defect prediction, while they work on change level defect prediction.

Other studies leverage deep learning to address other problems in software engineering. Lam et al. [26] combined deep learning algorithms and information retrieval techniques to improve fault localization. Raychev et al. [53] reduced the code completion problem to a natural language processing problem and used deep learning to predict the probabilities of next tokens. White et al. [65] leveraged deep learning to model program languages for code suggestion. Similarly, Mou et al. [39] used deep learning to model programs and showed that deep learning can capture programs’ structural information. In addition, deep learning has also been used for malware classification [50, 69], acoustic recognition [24, 36, 37], etc.

Many studies used topic model [3] to extract semantic features for different tasks in software engineering [4, 29, 45, 47, 56, 67]. Nguyen et al. [47] leveraged topic model to generate features from source code for within-project defect prediction. However, their topic model handled each source file as one unordered token sequence. Thus, its generated features cannot capture structural information in a source file. Chen et al. [4] used topic model to generate features for source files to help explain their defect-proneness. Liu et al. [29] proposed to use topic model to generate features from comments and identifiers in source code. Then they further used these features to model class cohesion.

In this work, we leverage DBN to automatically learn semantic features from token vectors extracted from programs’ ASTs for both WPDP and CPDP.

8. CONCLUSIONS AND FUTURE WORK

This paper proposes to leverage a representation-learning algorithm, deep learning, to learn semantic representation directly from source code for defect prediction. Specifically, we deploy Deep Belief Network to learn semantic features from token vectors extracted from programs’ ASTs automatically, and leverage the learned semantic features to build machine learning models for predicting defects.

Our evaluation on ten open source projects shows that the automatically learned semantic features could significantly improve both within-project and cross-project defect prediction compared to traditional features. Our semantic features improve the within-project defect prediction on average by 14.7% in precision, 11.5% in recall, and 14.2% in F1 compared with traditional features. For cross-project defect prediction, our semantic features based approach improves the state-of-the-art technique TCA+ built on traditional features by 8.9% in F1.

In the future, we would like to extend our automatically semantic feature generation approach to C/C++ projects for defect prediction. In addition, it would be promising to leverage our approach to automatically generate features for predicting defects at other levels, such as change level, module level, and package level.
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