Additional Problems for Discussion

Example 1. Consider a sequence of independent Bernoulli trials, each of which
is a success with probability p. Let X; be the number of failures preceding
the first success, and let X5 be the number of failures between the first two
successes. Find the joint mass function of X; and Xs.

Solution:
Since the trials are independent of each other, X; is independent of X5.

P(X;=m,Xs=n) = P(X;=m)P(Xs=n)
= (1=p)"p(L=p)"p
= PF-pr

Example 2. The joint probability density function of X and Y is given by
fla,y)=e ) 0<w<00,0<y< oo
Find (a) P{X <Y} and P{X < a}.

Solution:
Compute marginal density first
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Yy

—T

e
frly) = e

HX<Y)=.LPM<MY=wh@@

A%ﬂﬂ@Mh@@

/ [1—e Y]e Ydy
%
= 1)2

Remark: X is independent of Y in this case because fx v (z,y) = fx(z)fy (y).



In general, if they are not independent, the problem should be solved as follows:

P(X <) /Y P(X < ylY = 4)fy (4)dy

/Y/Oy fxiy (@) fy (y)dedy
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Y JO

P(X <a) = /e_wdx
0

= 1—¢*¢

Example 3. The joint density of X and Y is given by

ze~ @tV >0,y >0
flz,y) = .
0 otherwise

Are X and Y independent? What if f(z,y) were given by
2, O<r<y,l<y<l1
fla,y) = :
0 otherwise

Solution:

(a)

flx) = a:e_(“”“y)dy
= x(e*“”
oy g
= e Y
flzyy) = flz)f(y) INDEPENDENT



flx) = /012dy
= 2
fly) = /Oy2dx

= 2
f(x,y) # f(@)f(yy ~ DEPENDENT

Example 4. The joint density of X and Y is

r+y O0<zr<l,0<y<l1
flx,y) = .
0 otherwise

(a) Are X and Y independent?
(b) Find the density function of X.
(c) Find P{X +Y < 1}.

Solution:
(a) and (b)
1
f@) = [ @i
= z+4+1/2
fly) = /O (z +y)dx
= y+1/2

f(xy) # f()fly) ~ DEPENDENT

(c) Let Z = X +Y and the distribution of Z is given in the lecture notes by



using Jacobian transformation with v = x and z = x + y.
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Example 5. If X; and X5 are independent exponential random variables with
respective parameters A\; and A, find the distribution of Z = X;/X,. Also
compute P{X; < X5}.

Solution:
(a)From assignment 4 question 8, we have
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P(Xl < Xg) = /oo P(Xl < CCQ|X2 = $2)f(1‘2)d1‘2
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Example 6. Show that the jointly continuous (discrete) random variables X7, . ..
are independent if and only if their probability density (mass) function f(x1, ...

can be written as

flx,. ... zn) = ng(ﬂﬁz)

for nonnegative functions g;(z),i =1,...,n.
Solution:
First, we prove if Xq,..., X,, are independent,

flay,. ... xy) = ng(xz)
i=1
Since X1, ..., X, are independent, we have
f(xlv"'NTW) = HfXL(‘Tl)
i=1

Let gi(z;) = fx,(x;), we prove the claim of the problem.
Next, we prove if

flz, ... zn) = ng(%)
i=1

then X,...,X,, are independent.
Let

C’i:/ gi(x)dz, i=1,...,n

» Xn
axn)

Since the n-fold integral of the joint density function is equal to 1, we obtain

that

n

11/ stoe=1I

i=1



Integrating the joint density over all x; except x; gives that

fxi(@i) = g;(z)) [[ Ci = gjéx_j)
i#j J

Therefore,
f(mla cee vxn) = M = Hin(xl)

which shows that the random variables are independent.
Example 7. Let X7, X5, X3 be independent and identically distributed continu-
ous random variables. Compute

(a) P{X1 > X2| X1 > X3};
(b) P{X, > Xo|X1 < X3};
(¢) P{X1 > X2| X2 > X3};
(d) P{X; > X5| X2 < X3}.

Solution:
P{Xl :maX(Xl,XQ,Xg;)} 1/3 2
P{X, > Xo|X; > X3} = _ /o _ 4
(a) P{X1 > X[ X0 > X3} P{X, > X3} /23
P{X;>X;>Xo} 1/31 1
b) P{X; > Xo|X; < X3) = - _ 2
(b) P{X1 > Xo| Xy < Xy} P{X, < X3} 1/2 3
P{X;>Xy> X5} 1/31 1
P{X, > Xo|Xo > X3} = - .
(c) P{X1 > Xo| Xp > X} P{Xs > X3} 172~ 3
P{X2 :min(Xl,Xg,Xg)} 1/3 2
d) P{X; > Xo| Xy < X3} = 2 _Z
(d) P{Xy > X[ X5 < X3} P{X, < X3} /2 3

We calculate P{X; > X3}, P{X; = max(X1, X», X3)}, and P{X; > X5 >
X3} here, others can be obtained in a similar way. Since X, Xa, X3 be inde-
pendent and identically distributed, assume probability density function and
probability distribution function of X;,7 = 1,2,3 to be f(x) and F(z) respec-
tively, then we obtain that

P{X, > X3} = /oo P{Xy > t|X5 = t}f(t)dt = /oo [1— F(t)]dF(t)
< bl -



P{Xl = max(Xl,Xg,Xg)} P{Xl > XQ,Xl > Xg)}

/ P{X5 < t, X5 < t|X; =t}f(t)dt
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| Pwarn = 3o

P{X; > X5 > X3} = / P{t > Xy > X3| X1 =t} f(t)dt

/OO / P{t > X5 > s| X1 =1t, X5 =s}f(t)f(s)dtds

/ / F(s)\dF(s)dF (t)
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