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Abstract

In this paper we study a multi-buffer Generalized Processor Sharing (GPS ) scheduled system
in the so-called many sources regime resulting from multiplexing a large number of independent
stationary input streams in each of the buffers. The notion of largeness is via the notion of scaling
by which the buffer occupancy and the server speed are scaled in proportion to the number of
inputs in such a way as to make the resulting system a scaled version of a nominal system. In
particular, we obtain bounds on the tail distribution of the buffer occupancies as well as the
virtual delays in each buffer. We provide sufficient conditions on the inputs for the estimates
to be asymptotically equivalent as the number of inputs grow. Finally, we provide validation of
the accuracy of the estimates via simulation. It is worth noting that the results hold even in
the case of heavy-tailed inputs with bounded rates.

∗This research has been supported in part by grants from the Centre National d’Etudes des Télècommunications,
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Introduction

Classical fair queueing schemes have been considered in the context of data networks to achieve some
fairness amongst different connections sharing the transmission capacity of a link by implementing
the round robin service where the packets of contending customers are served in cyclic order. The
proportion of the service offered to a session can further be modulated via the introduction of
weight coefficients, giving rise to Weighted Fair Queueing disciplines.

Weighted Fair Queueing, also referred to a Generalized Processor Sharing (GPS), was first
introduced in the context of broadband integrated data networks by Demers, Keshav, and Shenker
[19], where it is assumed that packets are infinitely divisible (fluid flow approach). It has been
further analyzed by Parekh and Gallager [31, 32]. Their work showed that if the input streams
are regulated, i.e. they conform to a pre-specified envelope known as a (σ, ρ)-regulator (see [15]),
then end-to-end delay bounds can be guaranteed. Yaron and Sidi [43],[42] obtained bounds on the
waiting time in a GPS buffer when input processes satisfy an Exponentially Bounded Burtsiness
(EBB) property, i.e. the probability of exceeding the envelope is exponentially decaying as t grows.
Going further along this line of investigations, Zhang et al [45] obtained refinements of these bounds.

The fairness of the GPS schedule also has the nice property of bandwidth protection. It guar-
antees a minimum bandwidth or rate to each buffer when all buffers have work in them and thus
buffers with high loads will not unduly hog all the bandwidth. For this reason, the GPS schedule
is gaining acceptance in the context of providing QoS guarantees to traffic streams which require
differing QoS such as loss and delay characteristics.

An exact stochastic analysis of buffers with GPS schedules under general assumptions on the
inputs is very difficult. This is because the analysis results in boundary value problems in queues [9].
The resolution of such models is via a Riemann-Hilbert technique [22] or Wiener-Hopf technique [7]
which is daunting even for the case of 2 buffers. Recently Guillemin et al [24] obtained an explicit
solution for Laplace transform of the buffer contents in each queue for the 2-queue GPS systems
with M/G types of inputs (Poisson arrivals with G service times) via a Wiener-Hopf technique .
Extension of the results to more than 2 buffers is extremely difficult.

While the exact analysis of GPS queues is difficult there has been much more success in obtaining
the tail distributions of the buffer content via large deviation techniques. The tail distributions
are of particular relevance in the context of QoS. This is because the requirements are usually
specified in terms of loss probabilities which are required to be very low or in terms of the remote
quantiles of the delay distributions. There are two different approaches, the first is the large buffer
asymptotic and the second is the many sources asymptotic. The latter is particularly relevant
when a large number of streams are present where each stream can use a small fraction of the total
server capacity. The former approach has been better studied due to powerful sample-path large
deviations techniques available [18].

Results on the tail of the buffer occupancy have focussed on a two buffer GPS system in the large
buffer asymptotic regime. Under the assumption that the arrival processes satisfy the Gärtner-Ellis
condition and thus an Large Deviation Principle (LDP), DeVeciana and Kesidis in [21] obtain an
upper bound for the tail of the workload distribution in each queue. Zhang in [45] generalized
the latter result showing that in fact it is exact by imposing stronger assumptions on the input
processes (see [18] and [11]) and employing the sample path Large Deviation Principle (sp-LDP).
Courcoubetis and Weber [14] derive the decay rate of the queue length distribution by solving
an optimal control problem under strong assumptions on the arrival processes. This result was
extended by O’ Connell in [30] where once again the sp-LDP was used. Recently Bertsimas et. al. in
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[4] extended the latter results in the case that the service rate is stochastic instead of deterministic
solving an optimal control problem under assumptions on the arrival processes similar to those
posed in [45]. Assuming that the arrival processes satisfy a sample path large deviation principle,
based on a contraction principle Massoulié [28] derived the optimization problem associated with
the rate function for the exact logarithmic queue length decay rate in an M -queue GPS system
when M ≥ 2. It is then shown that in the particular case where the mean arrival rate to every
queue is less than the minimum guaranteed service to them by the GPS server, the latter result
takes a tractable form.

In this paper we consider the many sources case with M ≥ 2 buffers which are served according
to the GPS discipline by a server of rate NC where N is a large integer. The many sources
asymptotic is relevant from the point of view of studying multiplexing effects. In a recent paper,
[26], we studied the case of a 2 buffer system in detail. In the 2 buffer case the dynamics of the
system are much easier to interpret. However, in a system with more than 2 bufers the dynamics are
much more complicated and the results for the 2-buffer case cannot be directly extended. Hence,
we begin by studying the dynamics of the system in a detailed manner. The key result here is
the definition and characterization of an ultimately stable configuration. This allows us to identify
regions on which estimations need to be made to obtain tight bounds on the tail distribution of
the buffer occupancy in each buffer. We then study some special cases which allows us to draw
insights on the so-called critical time scales as well as conditions for the bounds to be asymptotically
equivalent.

The organization of this paper is as follows: In section 1 we introduce our model along with
all necessary notation and some well known large deviation results for a large sum of independent
r.v.’s. Then, in Section 2, we analyze the dynamics of the M -queue GPS system in detail which
helps us identify the events which play an important role in the estimation of the tail distribution.
This is carried out in Section 3 where we upperbound the loss probability by a multiple infinite sum
of events. Then we present a way to evaluate the latter events. It is worth noting that sample path
conclusions on the most probable way losses occur can be deduced which significantly facilitate our
analysis and make our result tractable. These conclusions resemble the ones on the trajectory with
the lowest cost leading to overflow presented in theorem 2 in [28]. In Section 4 we show that in
fact one of the events in the sum that upperbounds the loss probability dominates exponentially
to the rest and it is the one that provides us with the required upper bound. In section 5 the cases
where the upper bound becomes asymptotically exact are discussed and some extra sample path
results are presented for arrival processes that satisfy a certain assumption. Section 6 discusses the
delay distribution case and shows that the delay tails are closely related to the previous results.
We conclude with some numerical evidence on the accuracy of the analytic bounds in comparison
to simulations.

1 Preliminaries: Model and basic results

We consider a queueing system in discrete-time (slots) with a single server of capacity C attending
M buffers of size Bi where i = 1, 2, . . . ,M denotes a given class with its own QoS requirement. It is
assumed that each buffer is accessed by ni sources, i = 1, 2, . . . ,M . Thus, the triplet (C, {Bi, ni}

M
i=1)

can be thought as the nominal capacity, buffer sizes and number of sources which access the
corresponding buffer. We suppose that at any discrete time instant, denoted by n ∈ Z, (where
Z stands for the set of integers) a finite number of bits 0 ≤ λi,1,n ≤ Ki is transmitted from a
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typical i-class source into the buffer i, where Ki is referred to as the peak rate. Throughout, the
terms buffer and queue will be used interchangeably. The buffers are drained at a rate defined by
the G.P.S. policy. According to the latter service scheme a weight φi is associated to each queue
guaranteeing a minimum service rate Cφi to it even in the worst case when all queues are non-
empty. If there are empty queues then their minimum guaranteed service rate is distributed over
all the busy queues in proportion to their φ’s. If now there is insufficient space in the buffer then
the corresponding bits which cannot be admitted are lost. It is assumed that the instantaneous
cell emission process {λi,1,n}n for each i = 1, 2, . . . ,M form a stationary and ergodic process with
E[λi,1,n] := Λi. Moreover, we suppose that the arrival processes are independent among the classes
and within them.

Let ri,t be the rate at which queue i, i = 1, 2. . . . ,M is served at the instant t. The GPS
scheduling scheme is one in which every queue is associated a weight, denoted by φi with 0 ≤ φi ≤ 1,
i = 1, 2, . . . ,M where

∑M
i=1 φi = 1 and (in the continuous-time case),

ri,t := C
φi1{queue i is not empty at t}

φi +
∑M

j=1
j 6=i

φj1{queue j is not empty at t}

. (1.1)

where 1{A} denotes the indicator function of the event A.
In other words, if all the M queues are busy (also called backlogged queues) then queue i receives

service at the rate ri,t = Cφi for all i = 1, 2, . . . ,M , which is called the minimum guaranteed service
rate to queue i. If some queues are empty then their minimum guaranteed service rates are shared
amongst the backlogged queues according to their weights. Thus, in the best case scenario a given
buffer can be served at a rate C. In general, the instantaneous service rate offered to a given buffer
will lie between its minimum guaranteed rate and the server capacity.

It readily follows that the server is work conserving which means that it never idles when there
is backlogged workload in the queues waiting to be served. It is also assumed that the workload in
any of the M queues comprising the system is processed according to the FIFO order.

In this paper we consider only discrete time models. This means that the time is divided into
discrete slots (t − 1, t) for t ∈ Z. To this end, in the slotted time setting let us denote by Si,t the
service queue i receives in the time interval (t − 1, t) i.e. one slot, according the GPS scheduler.
Then,

Si,t :=

∫ t

t−1
ri,tdt . (1.2)

The system is depicted in the figure below.

Remark 1.1 Although we have taken the unit of the input and service rates as bits, the analysis
carries through if we consider the units as fixed length packets.

In this paper we study the particular case when each buffer i is fed by the superposition of a
large number of class-i sources, say Nni. The parameter N will act as a scaling parameter on the
system and will be a measure of size as well as an error control factor. It is also assumed that the
service rate is NC and the buffer sizes are NBi. Therefore, the true system can be considered as
an N -fold scaling of a nominal system.
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Figure 1: GPS queue.

Let us denote by Λi,1(s, t), the total number of bits which arrive into the buffer Bi (from a
typical class-i source) in the interval [s, t) i. e.

Λi,1(s, t) =
t−1∑
n=s

λi,1,n. (1.3)

Let ΛNi (s, t) be the aggregate number of bits produced by the superposition of Nni class-i
sources in the interval [s, t). Then:

ΛNi (s, t) =
Nni∑
j=1

Λi,j(s, t). (1.4)

By assumption {ΛNi } is a stationary increment process. We assume that for all i = 1, 2, ...,M ,

Λini < Cφi (1.5)

and thus the system is stable i. e.,
M∑
i=1

Λini < C. (1.6)

In the case when
∑M
i=1Bi =∞ this condition guarantees the existence of a stationary workload (or

queue length) process.

Furthermore, it is assumed that
∑M
i=1Kini > C otherwise losses cannot occur.

Let us denote by φi,t(h) the moment generating function (m.g.f.) of Λi,1(0, t) defined as
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φi,t(h) = E[ehΛi,1(0,t)] <∞ for h, t <∞ . (1.7)

where the existence of the m.g.f. for finite t, h is due to the assumption that the instantaneous
arrival rates are bounded.

From now on we will suppress the subscript 1 from the notation of Λi,1(0, t) and λi,1,n for sake
of brevity. Instead we will denote these quantities by Λi(0, t) and λi,n respectively.

The tail distribution of ΛNi (0, t) plays a fundamental role in determining the buffer asymptotic
and hence we state the following results which characterize the density and the asymptotic tail
distribution of ΛNi (0, t) for large N . From the independence of the traffic streams, the key results
which are of use are the local limit large deviations result due to Bahadur-Rao [5] and a local limit
theorem for densities due to Petrov [35]. See also Korolyuk et al [25].

Lemma 1.1 Let ΛNi (0, t) as defined in 1.4 and φi,t(h) given by 1.7.
Then as N →∞ uniformly for nitΛi < u < nitKi we have for the tail of ΛNi (0, t),

P [ΛNi (0, t) ≥ Nu] =
e−NJi,t(u)

τi,t(u)
√

2πNσ2
i,t(u)

(
1 +O(

1

N
)

)
, (1.8)

where
Ji,t(u) = τi,t(u)u− ni lnφi,t(τi,t(u)) > 0 (1.9)

τi,t(u) is the unique solution to:
φ′i,t(τi,t(u))

φi,t(τi,t(u))
=

u

ni
(1.10)

and

σ2
i,t(u) = ni

(
φ′′i,t(τi,t(u))

φi,t(τi,t(u)
− (

u

ni
)2

)
> 0 . (1.11)

While for the density of ΛNi (0, t), as N →∞ uniformly for any u ∈ (0, nitΛi) ∪ (nitΛi, tKi),

P (ΛNi (0, t) ∈ [Nu,Nu+ du)) := PΛNi (0,t)(Nu) =
e−NJi,t(u)√
2πNσ2

i,t(u)

(
1 +O(

1

N
)

)
, (1.12)

where Ji,t(u) and σ2
i,t(u) are given by 1.9 and 1.11 respectively.

Note that we introduce PΛNi (0,t)(·) to denote the density of the random variable ΛNi (0, t). This
notation will be used throughout.

Remark 1.2 Equations 1.9-1.11 are well known in the theory of large deviations see for instance
[18], [36], where Ji,t(u) denotes the rate function and σ2

i,t(u) stands for the variance of the new expo-
nentially centralized measure. It is also known that τi,t(u) is positive (negative) if u > niE[Λi(0, t)]
(u < niE[Λi(0, t)]) and it is zero if u = niE[Λi(0, t)].
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Remark 1.3 In the case where the arrival process λi,n has lattice distribution with maximum span

H, in formula 1.8 τi,Ti(u) in the denominator must be substituted by (1− e−Hτi,Ti (u))/H.

The following remark caters for the case when τ(·) is negative.

Remark 1.4 In the sequel if u < niΛi we will assume that P [ΛNi (t, 0) > Nu] = 1 and thus
Ji,t(u) = 0 which is a simple consequence of the Bahadur-Rao result. To see this write P [ΛNi (t, 0) >
Nu] = 1− P [ΛNi (t, 0) ≤ Nu] = 1−O(e−Nα) ≈ 1 for some positive α and N →∞.

Let us denote by XN
i,t the workload present in queue i at the moment t− for the infinite buffered

system. Then the workload process {XN
i,t}t∈Z , evolves as,

XN
i,t = max(0,XN

i,t−1 + λNi,t−1 − S
N
i,t) (1.13)

where SNi,t stands for the service available to queue i during (t − 1, t), in the context of the scaled
system.

It can be readily shown (via Loynes’ theorem [1]) that under the stability assumption 1.6, for
the global system the above workload process in each queue converges to a stationary, ergodic
workload process. The stationary workload at the queue i is given by:

XN
i,0 = sup

t∈{1,2,3,···}
(ΛNi (−t, 0)− SNi (−t, 0)) (1.14)

with SNi (−t, 0) :=
∑0
s=−t+1 S

N
i,s be the amount of service available to queue i during time interval

(−t, 0).
Our main objective is to estimate the probability that the workload in the M th buffer will hit

a predefined level say NBM assuming it is infinite. This serves as a surrogate of the overflow
probability when the buffer is of finite size NBM .

By symmetry all the results for the M th queue can be extended to any queue i = 1, 2, ...,M −1.
Before this we study the dynamics of the M -queue infinite-buffered GPS systems which provides
with the required insight to choose a tight upper which will exploit the structural properties of
the GPS scheme. Finally, note that in the sequel the symbols � and � will be used to denote
inequality at the corresponding direction in the asymptotic sense. That is for instance f(x) � g(x)
must be interpreted as: there exists ε(x)→ 0+ as x→∞ such that f(x) ≥ g(x)(1− ε(x)).

2 The dynamics of the M-queue GPS systems

Consider a queueing system possessing a single server with job processing speed C (i.e. C units of
work per unit of time) which serves M queues, figure 1.

Let us first introduce some notation that will be used henceforth in this paper. Denote M :=
{1, 2, . . . ,M} and for any S ⊆ M let S∗ :=M\S and let | S | denote the cardinality of the set S.
We will only use the calligraphic characters to denote sets with an exception when we are dealing
with a set containing a single element. To this end, in the sequel for any i ∈ M, i∗ and i will
denote {i}∗ and {i} respectively. The set of all subsets of S ⊆M will be denoted by F (S) (which
includes {∅,S}).

Consider an M -queue GPS system which is empty at 0−. In the slotted time setting arrivals are
assumed to take place in the beginning of a slot and thus suppose that at time 0, λi,0 ≥ 0 amount
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of work arrives at queue i ∈ M. Define ai := Cφi − λi,0, i ∈ M and λ := (λ1,0, λ2,0, . . . , λM,0)
where in general λ is a random vector. In the sequel we restrict ourselves to a single time slot i.e.
(0, 1) and we assume that λ is a given constant vector.

Definition 2.1 Define Sλ = ∪Lλi=1Ii,λ with,

I1,λ := {i ∈M : ai ≥ 0}

Ik,λ :=

i ∈ {∪j<kIj,λ}∗ : ai +
φi∑

m∈{∪j<kIj,λ}
∗ φm

∑
l∈∪j<kIj,λ

al ≥ 0

 (2.1)

Lλ := min {j ∈ {0, 1, . . . ,M} : Ij+1,λ = ∅} .

The proof of the next lemma provides an analytic demonstration of the way the GPS scheduler
works.

Lemma 2.1 In an M−queue GPS system which is empty at time 0− with arrivals λ at time 0,
the set Sλ contains all queues empty at 1− and only these. Hence, Sλ defines a unique partition of
M and moreover, ∀i ∈ S∗λ,

ai +
φi∑

m∈S∗
λ
φm

∑
l∈Sλ

al < 0 . (2.2)

Proof : We will prove the lemma by showing that the amount of service a queue i ∈ Ik,λ,
k = 1, 2, . . . , Lλ obtains in (0, 1) is given by,

Cφi +
φi∑

m∈{∪j<kIj,λ}
∗ φm

∑
l∈∪j<kIj,λ

al . (2.3)

The proof is based on induction which mimics the service allocation procedure of a GPS server
during the time interval (0, 1).

First step
At the first step all queues are offered the minimum service guaranteed to them by the GPS

discipline in (0, 1) i.e. Cφi. Now, if there are queues i for which ai ≥ 0, these queues trivially would
be empty at 0. By definition the latter queues comprise I1,λ. If either I1,λ = ∅ or I1,λ ≡ M the
procedure of service allocation terminates since either there is no extra service to be distributed
among the queues with backlogged workload or all queues are already empty. In this case indeed
Sλ contains the empty queues at 1− and only these. Otherwise, we proceed to the second step.

Second step
Now the service left unused in (0, 1) by the queues in I1,λ equals

∑
l∈I1,λ al ≥ 0 and it will be

redistributed among all queues in I∗1,λ in proportion to their weights (see also 1.1). In particular,
a queue i ∈ I∗1,λ receives,

φi∑
m∈I∗1,λ

φm

∑
l∈I1,λ

al ≥ 0

portion from the service left over from the queues in I1,λ. Recalling that every queue i ∈ I∗1,λ has
in addition been given Cφi service in (0, 1) we deduce that in aggregate all the latter queues receive
the following amount of service in (0, 1),

Cφi +
φi∑

m∈I∗1,λ
φm

∑
l∈I1,λ

al . (2.4)
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Hence, all queues in I2,λ will have no backlogged workload at the instant 1−. If either I2,λ = ∅ or
M≡ I1,λ ∪ I2,λ then the procedure terminates and it is apparent that all queues which are empty
at 1− and only these are contained in Sλ. Otherwise, we continue with the next step.

Third step
Up to this moment any queue i ∈ {I1,λ ∪ I2,λ}

∗ received Cφi amount of service in (0, 1) and
φi∑

m∈I∗
1,λ

φm

∑
l∈I1,λ al due the service left unused by the queues in I1,λ. In addition any queue

i ∈ {I1,λ ∪ I2,λ}
∗ receives

φi∑
m∈{I1,λ∪I2,λ}

∗ φm

 ∑
j∈I2,λ

aj +

∑
j∈I2,λ φj∑
m∈I∗1,λ

φm

∑
l∈I1,λ

al

 ≥ 0

amount of service in (0, 1), from the queues in I2,λ. Thus, the aggregate service offered to a queue
i ∈ {I1,λ ∪ I2,λ}

∗ in (0, 1) equals,

Cφi +
φi∑

m∈{I1,λ∪I2,λ}
∗ φm

∑
l∈I1,λ∪I2,λ

al . (2.5)

Then all queues i ∈ I3,λ will be empty at 1−. If either I3,λ = ∅ orM≡ I1,λ ∪I2,λ ∪I3,λ then once
again the procedure terminates and Sλ contains these and only these queues which are empty at
1−. Otherwise we proceed to the next step.

We now turn to the induction hypothesis.
kth step

Any queue i ∈
{⋃

j<k Ij,λ
}∗

receives amount of service in (0, 1) given by ,

Cφi +
φi∑

m∈{∪j<kIj,λ}
∗ φm

∑
l∈∪j<kIj,λ

al (2.6)

and Lλ > k since we are in the induction hypothesis step.
k+1 step
Up to this step any queue i ∈ {∪j<k+1Ij,λ}

∗ received the amount of service in (0, 1) given by,

Cφi +
φi∑

m∈{∪j<kIj,λ}
∗ φm

∑
l∈∪j<kIj,λ

al

by the induction hypothesis formula 2.6. What is more, a queue i ∈ {∪j<k+1Ij,λ}
∗ receives in (0, 1)

service due to the queues in Ik,λ which equals to,

φi∑
m∈{∪j<k+1Ij,λ}

∗ φm

 ∑
j∈Ik,λ

aj +

∑
j∈Ik,λ φj∑

m∈{∪j<kIj,λ}
∗ φm

∑
l∈∪j<kIj,λ

al

 ≥ 0 .

Hence, the total service a queue i ∈
{⋃

j<k+1 Ij,λ
}∗

receives in (0, 1) is given by ,

Cφi +
φi∑

m∈{∪j<k+1Ij,λ}
∗ φm

∑
l∈∪j<k+1Ij,λ

al . (2.7)
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Thus, all queues in Ik+1,λ will be empty at 1−. Once again the procedure terminates if either
M ≡ ∪j≤k+1Ij,λ (then obviously S∗λ ≡ ∅) or Ik+1,λ = ∅ (then Lλ = k). In this case indeed, Sλ
contains all empty queues at 1− and only these. The induction procedure has now completed.

Formula 2.2 follows by noting that expression 2.7 applied for k = Lλ is the service offered to
any queue i ∈ S∗λ during (0, 1) if it is not trivially Sλ ≡M.

The uniqueness of Sλ is deduced by the property of the queues in the latter set i. e. being
empty at 1− and the fact that a queue is either empty or backlogged. 2

From the proof above one infers that any queue belonging to S∗λ receives extra service from
all queues in Sλ and only from these (except possibly from those queues in ILλ,λ for which the
corresponding expression in the curly brackets in 2.1 holds as equality see also lemma 2.3 below).

Hence, noting from 2.2 that φi

∑
l∈Sλ

al∑
m∈S∗

λ
φm

denotes the extra service a queue i ∈ S∗λ receives from the

queues in Sλ in (0, 1) we have the following remark.

Remark 2.1 For Sλ as in definition 2.1 and any S ∈ F(M) with S 6≡ Sλ,∑
l∈Sλ al∑
m∈S∗

λ
φm
≥

∑
l∈S al∑

m∈S∗ φm
. (2.8)

Definition 2.2 For any given λ we call the set Sλ the λ-eventually stable set and its members
λ-eventually stable queues. Furthermore, a queue i ∈ M is said to be λ-eventually unstable
if and only if it is a member of the set Uλ := S∗λ which we call the λ-eventually unstable set.

We are now interested in finding a property which uniquely defines the queues in Sλ and more
importantly, removes the recursive nature of the definition 2.1.

Definition 2.3 Let us associate a real number bi to every i ∈ M. Define the partition (B,M\B)
of M as follows: For any i ∈ B,

bi +
φi

φi +
∑
m∈B∗ φm

∑
l∈B\i

bl ≥ 0 (2.9)

and for any i ∈ B∗,

bi +
φi∑

m∈B∗ φm

∑
l∈B

bl < 0 . (2.10)

Remark 2.2 Note that the following two way implication holds as long as B 6≡ M,

bi +
φi

φi +
∑
m∈B∗ φm

∑
l∈B\i

bl ≥ 0⇐⇒ bi +
φi∑

m∈B∗ φm

∑
l∈B

bl ≥ 0 .

Lemma 2.2 Definition 2.3 applied for bi = ai (= Cφi − λi,0) with i ∈ M and definition 2.1 are
equivalent.

Proof : We first show that the partition (Sλ,M\Sλ) which satisfies definition 2.1 satisfies
definition 2.3 as well. Next, we prove that the partition given by definition 2.3 is unique. The proof
is done once we recall that by lemma 2.1 the partition (Sλ,M\Sλ) is unique.
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Let us now prove that the partition (Sλ,M\Sλ) given by definition 2.1 satisfies definition 2.3.
We pick an i ∈ Il,λ and denote Mu = {I1,λ,I2,λ, . . . ,Il−1,λ}, Md = {Il+1,λ,Il+2,λ, . . . ,ILλ,λ}.
Now define,

Au :=
∑
j∈Mu

aj Ad :=
∑
j∈Md

aj As :=
∑
j∈Il,λ

aj Aq :=
∑

j∈Il,λ\i

aj

Φu :=
∑
j∈Mu

φj Φd :=
∑
j∈Md

φj Φs :=
∑
j∈Il,λ

φj Φq :=
∑

j∈Il,λ\i

φj Φr :=
∑

j∈M\Sλ

φj

and let,

c0 :=
Φd + Φq

Φd + Φr + Φs
Au .

Invoking definition 2.1 we have for any i ∈ Il,λ,

ai +
φi

Φd + Φr + Φs
Au ≥ 0 (2.11)

and

Ad +As +
Φd + Φs

Φd + Φr + Φs
Au ≥ 0 .

Write,

0 ≤ Ad +As +
Φd + Φs

Φd + Φr + Φs
Au = Ad +Aq + c0 + ai +

φi
Φd + Φr + Φs

Au

which implies that,

0 ≤
φi

φi + Φr
(Ad +Aq + c0) + ai +

φi
Φd + Φr + Φs

Au . (2.12)

Simple algebra shows that,

Au
Φd + Φr + Φs

+
c0 +Ad +Aq
φi + Φr

=
Au +Ad +Aq

φi + Φr
. (2.13)

Hence, combining 2.12 and 2.13 we have,

0 ≤ ai +
Au +Ad +Aq

φi + Φr
φi .

This proves that any i ∈ Sλ satisfies 2.9. It remains to note that for any i /∈ Sλ, 2.10 must be true
due to formula 2.2.

Let us now show that the partition given by definition 2.3 is unique. Let (A,M\A) and
(B,M\B) be two arbitrary partitions that satisfy definition 2.3. We will show by contradiction
that B\A ≡ ∅ which implies that A\B ≡ ∅ (due to the arbitrary choice of A and B) and hence
A ≡ B. To this end, suppose that B\A 6≡ ∅ and define the following quantities:

Au :=
∑

j∈A∩B

aj Ad :=
∑
j∈B\A
j 6=i

aj Ar :=
∑

j∈M\(A∪B)

aj

As :=
∑

j∈A\B

aj AD :=
∑

j∈B\A

aj
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and
Φu :=

∑
j∈A∩B

φj Φd :=
∑
j∈B\A
j 6=i

φj Φr :=
∑

j∈M\(A∪B)

φj

Φs :=
∑

j∈A\B

φj ΦD :=
∑

j∈B\A

φj .

According to definition 2.3 ∀i /∈ A we have,

ai +
φi

ΦD + Φr
(Au +As) < 0

which can be written as,

ai +
φi

ΦD + Φr

(
Au −

Φs

ΦD + Φs + Φr
Au +

Φs

ΦD + Φs + Φr
Au +As

)
< 0 . (2.14)

Moreover, for every j ∈ A (again due to the definition 2.3 and remark 2.2) we have,

aj +
φj

ΦD + Φr
(Au +As) ≥ 0 .

Summing now for all j ∈ A\B,

As +
Φs

ΦD + Φr
(Au +As) ≥ 0⇐⇒ As +

Φs

ΦD + Φs + Φr
Au ≥ 0 .

Hence, 2.14 for any i /∈ A and by implication for any i ∈ B\A yields,

0 > ai +
φi

ΦD + Φr

(
ΦD + Φr

ΦD + Φs + Φr
Au

)
= ai +

φi
ΦD + Φs + Φr

Au . (2.15)

Then summing the last relation for all elements of B\A but the {ai} we obtain,

0 > Ad +
Φd

ΦD + Φs + Φr
Au . (2.16)

Denoting c1 := Φd
ΦD+Φr+Φs

Au, simple algebra yields,

Ad +Au
φi + Φs + Φr

=
Au

φi + Φd + Φs + Φr
+

Ad + c1
φi + Φs + Φr

which observing that by definition ΦD = Φd + φi and in conjunction with 2.15 and 2.16 gives,

ai + φi
Ad +Au

φi + Φs + Φr
= ai +

φi
ΦD + Φs + Φr

Au + φi
Ad + c1

φi + Φs + Φr
< 0 .

This contradicts the definition of (B,M\B) according to which for any i ∈ B,

ai + φi
Ad +Au

φi + Φs + Φr
≥ 0 .

2
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Remark 2.3 From remark 2.2 formula 2.9 and the last lemma trivially follows that
∑
i∈Sλ ai ≥ 0.

The next lemma says that the extra service offered to a queue i ∈ S∗λ remains the same if we
remove from Sλ any or all those queues for which 2.9 (applied for bi = ai for all i) holds as equality.
This complements remark 2.1.

Lemma 2.3 Let us associate a real number bi to every i ∈ M and assume that a partition
(B,M\B) of M with B 6≡ M, satisfies definition 2.3. Denote,

G :=

i ∈ B : bi +
φi∑

j∈B∗ φj

∑
l∈B

bl = 0

 .

Then for any G1 ⊆ G, ∑
l∈B bl∑
j∈B∗ φj

=

∑
l∈B\G1

bl∑
j∈(B\G1)∗ φj

.

Proof : Firstly note that,∑
i∈G1

φi∑
j∈(B\G1)∗ φj

∑
m∈B\G1

bm +
∑
i∈G1

bi = 0⇔

∑
i∈G1

φi∑
j∈B∗ φj

∑
m∈B

bm +
∑
i∈G1

bi = 0 . (2.17)

Hence,

∑
l∈B bl∑
j∈B∗ φj

=
1∑

j∈B∗ φj

 ∑
l∈B\G1

bl +
∑
l∈G1

bl


=

1∑
j∈B∗ φj

 ∑
i∈B∗ φi∑

m∈(B\G1)∗ φm

∑
l∈B\G1

bl +

∑
i∈G1

φi∑
m∈(B\G1)∗ φm

∑
l∈B\G1

bl +
∑
l∈G1

bl


=

∑
l∈B\G1

bl∑
j∈(B\G1)∗ φj

where for the last equality we used 2.17. 2

Let us now assume that there exist certain queues in the system that (e.g. due to large back-
logged workload) exhibit ’greedy’ behaviour in the sense that they always use the service offered to
them. Then, all the results introduced up the current point can be readily extended to this case.
However, we will only present the definition of the corresponding eventual-stable notion and the
equivalent result to lemma 2.2.

Throughout this paper F will denote the set of the ’greedy’ queues.

Definition 2.4 For any set F ⊆ M and any given λ (with ai := Cφi − λi,0 for all i ∈ M), we
define Ik,F ,λ as,

I1,F ,λ := {i ∈ F∗ : ai ≥ 0}

Ik,F ,λ := {i ∈ ( ∪j<k Ij,F ,λ ∪ F)∗ : ai +
φi∑

m∈{∪j<kIj,F,λ}∗
φm

∑
l∈∪j<kIj,F,λ

al ≥ 0}

LF ,λ := min{j ∈ {0, 1, . . . , |M\F|} : Ij+1,F ,λ ≡ ∅}
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and

SF ,λ :=

LF,λ⋃
j=1

Ij,F ,λ . (2.18)

We call the set SF ,λ the (F , λ)-eventually stable set and its members (F , λ)-eventually stable
queues. Moreover, a queue i ∈ F∗ is said to be (F , λ)-eventually unstable if and only if it belongs
to the set UF ,λ :=M\(SF ,λ ∪ F) which we call the (F , λ)-eventually unstable set.

It is not difficult to see that Sλ ≡ S∅,λ and U∅,λ ≡ Uλ. Moreover, following arguments similar
to those in lemma 2.1 one can show that (SF ,λ,UF ,λ) is a unique partition of M\F .

Lemma 2.2 can now be extended in a natural way to obtain the next result.

Lemma 2.4 For any given λ and F ⊆M a queue i ∈ SF ,λ if and only if it satisfies,

ai +
φi

φi +
∑
m∈S∗F,λ

φm

∑
l∈SF,λ\i

al ≥ 0 (2.19)

otherwise i ∈ UF ,λ.

Remark 2.4 For any given λ a queue which is λ-eventually unstable in effect behaves like the
members of F. Thus, if F ⊆ Uλ we have SF ,λ ≡ Sλ while in general SF ,λ ⊆ Sλ.

In the following we will use the results developed above to obtain the asymptotics of the tail of
the buffer occupancy.

3 Buffer occupancy asymptotics for M-queue GPS systems

In this section we develop the main results on the tails of the buffer occupancy distributions.
Throughout we assume the buffers are infinite and we use the probability of exceeding the level
NBi for bufffer i; i = 1, 2, . . . ,M , as the surrogate for the overflow probability when the buffer has
size NBi.

Based on the insight we gained from the last section on the dynamics of the GPS service scheme
in this section we obtain an event that always takes place if XM,0 > NBM and exploits in large
extend the dynamics of the GPS scheduler.

Lemma 3.1 If XN
M,0 > NBM there exist moments of time Ti ≥ TM ≥ 1 integers, for i =

1, 2, ...,M − 1 and a set SM ⊆M∗ such that the following event holds true:

ENT (SM ) :=

{
ΛNM (−TM , 0) > CNTMφM +NBM + φMγ

N
(
SM ,Λ

N
· (−T·, 0)

)
⋂
i∈SM

CN (Ti − TM )φi ≤ ΛNi (−Ti, 0) ≤ CNTiφi + φiγ
N
(
SM ,Λ

N
· (−T·, 0)

)
⋂

j∈M∗\SM

ΛNj (−Tj , 0) > CNTjφj + φjγ
N
(
SM ,Λ

N
· (−T·, 0)

)}
(3.1)
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Proof : Let us assume that −TM is the most recent moment before 0 where the buffer M was
empty. Furthermore, assume that −Ti, i = 1, 2, . . . M −1 is the last moment before −TM +1 where
queue i was empty. The existence of these moments can be justified via Loynes’s theorem. Let us
give the following definition.

Definition 3.1 Let us define the set SM := ∪KMj=1Ij,M whith,

I1,M :=
{
i ∈M∗ : ΛNi (−Ti, 0) ≤ CNTiφi

}
Ik,M :=

{
i ∈ (∪j≤k−1Ij,M ∪M)∗ : CN (Ti − TM )φi ≤ ΛNi (−Ti, 0)

≤ CNTiφi +
φi∑

m∈(∪j≤k−1Ij,M)
∗ φm

∑
l∈∪j≤k−1Ij,M

(
CNTlφl − ΛNl (−Tl, 0)

)}
(3.2)

KM := min {i = 1, 2, ...,M − 1 : Ii+1,M = ∅}

and ∀i ∈ S∗M

ΛNi (−Ti, 0) > CNTiφi +
φi∑

m∈S∗M
φm

∑
l∈SM

(
CNTlφl − ΛNl (−Tl, 0)

)
Then SM is said to be the M-Virtually stable set. All i ∈ SM , are said to be M-Virtually

stable queues. Moreover, any i ∈ Ik,M will be called a kth order M−virtually stable queue
and the set Ik,M is the kth order M−virtually stable set. We will refer to the number KM as
the maximum M-Virtual stability order.

The set S∗M is called M-Virtually unstable set and all its members, M-Virtually unstable
queues.

From the definition of −Ti, i = 1, 2, . . . M it is not difficult to see that the service left unused
by a queue i ∈ M∗ in the interval (−TM , 0) is at least CNTMφi −XN

i,−TM
− ΛNi (−TM , 0) + XN

i,0.
Estimating,

0 ≤ XN
i,−TM ≤ ΛNi (−Ti,−TM )− CN(Ti − TM )φi ⇒

CN(Ti − TM )φi ≤ ΛNi (−Ti,−TM ) ≤ ΛNi (−Ti, 0) (3.3)

and trivially XN
i,0 ≥ 0. Thus, we infer that the service left unused in (−TM , 0) by an i ∈ M∗

is at least CNTiφi − ΛNi (−Ti, 0) (at this stage this quantity may be negative but we have not
exploited the GPS scheme yet) with the proper lower bound given in 3.3. Now applying lemma
2.1 for ai = CNTiφi − ΛNi (−Ti, 0) one can see that all queues in SM leave some unused service in
(−TM , 0) or in the worst case (may occur only if the upper bound in 3.2 equals the first term in the
minimum) they use all the service offered to them in (−TM , 0) and have at time 0 no backlogged
workload.

Recalling that SNM(−TM , 0) stands for the service available to queue M during (−TM , 0) we
have,

XN
M,0 = ΛNM (−TM , 0)− SNM (−TM , 0)
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Observe that by the definition of the GPS,

SNM (−TM , 0) ≥ CNTMφM +
∑
i∈M∗

(CNTMφi −X
N
i,−TM − ΛNi (−TM , 0) +XN

i,0)

≥ CNTMφM +
∑
i∈M∗

(CNTiφi − ΛNi (−Ti, 0)) (3.4)

For any S ∈ F (M∗) we write,∑
i∈M∗

(CNTiφi − ΛNi (−Ti, 0)) =
φM∑

m∈S∗ φm

∑
i∈S

(CNTiφi − ΛNi (−Ti, 0))

+
∑
i∈S∗

(CNTiφi − ΛNi (−Ti, 0)) +

∑
j∈S∗\M φj∑
m∈S∗ φm

∑
i∈S

(CNTiφi − ΛNi (−Ti, 0))

≤
φM∑

m∈S∗
M
φm

∑
i∈SM

(CNTiφi − ΛNi (−Ti, 0)) (3.5)

where in the last inequality we invoked remark 2.1 and lemmas 2.1 and 2.2. Which suggests that
we obtain a tighter bound if we assume that the M th queue receives assistant service from only the
queues in SM . Thus, we obtain,

NBM ≤ X
N
M,0 ≤ ΛNM (−TM , 0)− CNTMφM −

φM∑
j∈S∗M

φj

∑
i∈SM

(CNTiφi − ΛNi (−Ti, 0)) .

Invoking lemma 2.2 in conjunction with the definition 3.1 and equation 3.3 we obtain the
announced result. 2

We can now trivially deduce that

P
[
XN
M,0 > NBM

]
≤

∞∑
TM=1

∞∑
TM−1=TM

· · ·
∞∑

T1=TM

P
[
∪S∈F(M∗)E

N
T (S)

]

=
∞∑

TM=1

∞∑
TM−1=TM

· · ·
∞∑

T1=TM

∑
S∈F(M∗)

P
[
ENT (S)

]
(3.6)

recall that the union and by implication the summation above is extended over all possible subsets
S ⊆M∗. What is more observe that the set S acquires the meaning of the M -eventually stable set
once it appears in the arguments of event E (·) hence in the sequel if this is the case we will not
carry the subscript M . Finally, note that the equation in the last expression is due to the fact that
ENT (S) are disjoint events with respect to S (cf. uniqueness of the partition (S,M\S) lemma 2.1).

Thus, defining
ENT :=

⋃
S∈F(M∗)

ENT (S)

and recalling the independence of the arrival processes {λi,t}
∞
t=0, for all i, we have:

P [ENT ] =
∑

S∈F(M∗)

P [ENT (S)]

=
∑

S∈F(M∗)

N |S|
∫
DT,S

∏
i∈S

PΛNi (−Ti,0) (Nui)
∏

i∈S∗\M

P [ΛNi (−Ti, 0) > N (CTiφi + φiγ (S, u·))]

· P [ΛNM (−TM , 0) > N (CTMφM +BM + φMγ (S, u·))] duS (3.7)
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where the region DT,S is defined as

DT,S := {uS ∈ <
|S| : C (Ti − TM )φi ≤ ui ≤ min {CTiφi + φiγ (S, u·) ,KiTi} ∀i ∈ S

CTjφj +BM1{j=M} + φjγ (S, u·) ≤ KjTj ∀j ∈ S
∗ } . (3.8)

From the definition of uS and for sake of brevity we will drop the subscript S from uS whenever
it is clear that a vector u ∈DT,S . For the same reason we will write DS instead of DT,S if there
will be no ambiguity about the time vector T which the latter region is associated to.

Invoking the results of lemma 1.1 we obtain,

P [ENT ] =
∑

S∈F(M∗)

∫
DS

DT,S (u,N) e−N JT,S(u) du

(
1 +O

(
1

N

))
(3.9)

where we will refer to JT,S(u) as the rate function of the event ENT (S) given by

JT,S (u)

=
∑
i∈S

Ji,Ti (ui) +
∑

k∈S∗\M

Rk,Tk (CTkφk + φkγ (S, u·)) +RM,TM (CTMφM +BM + φMγ (S, u·))

where Rk,Tk(x) = Jk,Tk(x) if x > nkΛk and zero otherwise (cf. remark 1.4). However, by the
assumption that for all i = 1, 2, ...,M , niΛi < Cφi the latter rate function reads,

JT,S (u)

:=
∑
i∈S

Ji,Ti (ui) +
∑

k∈S∗\M

Jk,Tk (CTkφk + φkγ (S, u·)) + JM,TM (CTMφM +BM + φMγ (S, u·))(3.10)

and

DT,S (u,N) :=
N |S|−M/2

(2π)M/2
√∏

i∈S σ
2
i,Ti

(ui)
∏
i∈S∗ σ

2
i,Ti

(u)
∏
i∈S∗ τi,Ti (u)

(3.11)

where we adopted the following notation (see lemma 1.1): For all i ∈ S∗

τi,Ti(u) = τi,Ti(CTiφi +BM1{i=M} + φiγ(S, u·))

and similarly
σ2
i,Ti

(u) = σ2
i (CTiφi +BM1{i=M} + φiγ(S, u·)) .

This notation will be used throughout if there will be no ambiguity about the arguments of τ and
σ2 which nevertheless are the same as the arguments in the corresponding rate function.

For once more we should point out that the dimension of u appearing in JT,S(u) is |S| defined
by the subscript S of JT,S (·) while recall that the numbering of u’s coordinates will be driven by
the members of S as stated earlier.

Now we turn to the evaluation of the multiple integral appear in equation 3.9. This is known
in the literature as a Laplace type multiple integral.

The following theorem provides us with all necessary results to estimate the latter integral and
can be found in [41] and [6].
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Theorem 3.1 Consider the following integral

I (N) =

∫
D
g (x) e{−N f(x)}dx x = (x1,x2, ..., xn) (3.12)

where n is any positive integer and D is a possibly unbounded domain in <n. Assume that f and g
are infinitely differentiable throughout the closure of the integration domain D. And let us denote
Γ the boundary of D. Then, we have the following results:

Case 1 Let ∇f (x) 6= 0 in D so that the minimum of f is achieved on a x0 ∈ Γ and we further
suppose that it is unique.Then, as N →∞

I (N) =
g (x0)

2π
√
|J|
e{−N f(x0)}

(
2π

N

)(n+1)/2 (
1 +O

(
1

N

))
. (3.13)

Where J =
∑n
p=1

∑n
q=1 fxp fxq cof

[
fxpxq −Khxpxq

]
for K a constant such that ∇f (x0) = K∇h (x0)

and h (x) = 0 represents the boundary Γ of the integration domain D in a neighborhood of x0. More-
over, fx. stands for the partial derivative of f wrt x. while fxpxq represents the partial derivative of
f wrt xp and xq. The symbol cof[ai,j] denotes the cofactor of the element ai,j in the matrix (ai,j),
i.e. , the determinant of the sub-matrix obtained after eliminating the ith row and the jth column
from the original matrix (ai,j) multiplied by (−1)i+j.

Case 2 Suppose the minimum of f occurs at an interior point x0 of D i.e.∇f (x0) = 0 and it
is unique. Then, as N →∞,

I (N) =
g (x0)√

det ( fi,j (x0))
e{−N f(x0)}

(
2π

N

)n/2 (
1 +O

(
1

N

))
(3.14)

where det( fi,j (x0)) =
(

∂2f
∂xi∂xj

)∣∣∣
x=x0

is the determinant of the Hessian matrix of f which is positive

due to the fact that the point x0 is a minimizing point for f .
Case 3 Suppose f attains its minimum at x0 on Γ with ∇ f (x0) = 0 and it is unique. Then,

as N →∞,

I (N) =
g (x0)

2
√

det ( fi,j (x0))
e{−N f(x0)}

(
2π

N

)n/2 (
1 +O

(
1
√
N

))
. (3.15)

The above theorem can be stated in a more general form where in Case 2 it suffices to assume
that g (x) is continuous and f (x) has continuous second order partial derivatives in a neighborhood
of the point x0.

Remark 3.1 Theorem 3.1 states that a Laplace type integral over a domain D is asymptotically
equivalent to the integral evaluated in an arbitrarily small neighborhood of a point x0 where the
function in the exponent of the integrand attains its minimum in D.

Turning to our objective which is the evaluation of 3.9 and in conjunction with the last theorem
it becomes apparent that 2M−1 optimizations are required. One for each S ∈ F (M∗). However,
the next two lemmas significantly simplify things suggesting that it suffices to carry out only one
minimization which corresponds to the case where S = M∗. The proofs of both lemmas stated
below are deferred to the appendix.
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Lemma 3.2 Let S ∈ F (M∗) and denote SQ := S ∪ Q. Then for any Q ⊆ S∗\M we have,

inf
u∈DSQ

JT,SQ (u) ≤ inf
u∈DS

JT,S (u) (3.16)

and thus,
inf

u∈DM∗
JT,M∗ (u) = inf

S∈F(M∗)
inf

u∈DS
JT,S (u) (3.17)

Lemma 3.2 suggests that, invoking theorem 3.1 it is apparent that the exponent of P [ENT ] equals
to the exponent of P [ENT (M∗)] and hence only one minimization is required. This lemma resembles
the cost reduction achieved by Massoulié in [28] theorem 2. However, in order to obtain the right
coefficient of P [ENT ] we should take into account all (if any) P [ENT (S)] with the same exponent as
P [ENT (M∗)] since they contribute significantly. Lemma 3.3 below caters for this case. But before
we proceed let us define for every S ⊆M the vector u∗S as the unique minimizer of JT,S(u) . Note
that the uniqueness of u∗S is guaranteed by the fact that JT,S(u) is a strictly convex function as a
sum of strictly convex functions. Thus,

u∗S :=
(
u∗i1,S , u

∗
i2,S , ..., u

∗
i|S|,S

)
:= arg inf

u∈DS
JT,S(u) (3.18)

which obviously depends on the time vector T but we drop this index for sake of brevity.

Lemma 3.3 Denote G :=
{
i ∈M∗ : u∗i,M∗ = CTiφi + φiγ

(
M∗, u∗·,M∗

)}
. Then for S ⊆ M∗ the

next two statements are equivalent:
1) JT,M∗(u

∗
M∗) = JT,S(u∗S)

2) S∗\M ⊆ G
Moreover, if any of the latter statements is true then

3) u∗i,M∗ = u∗i,S for all i ∈ S.

Hence, knowing u∗M∗ the coefficient of P [ENT ] can be directly calculated without the need
of carrying additional minimizations even if there are some S ⊆ M∗ such that JT,M∗(u

∗
M∗) =

JT,S(u∗S). The next corollary provides us with the expression of P [ENT ]. We remind the reader
that as it follows by the last proposition u∗S below is such that u∗i,S = u∗i,M∗ for all i ∈ S and once

more recall that u∗S ∈ <
|S|.

Corollary 3.1 For G as defined in lemma 3.3 and S ⊆M∗, we have as N →∞,

P [ENT ] = e−N JT,M∗(u∗
M∗)

∑
S∗\M⊆G

CT,S (u∗S ,N)

(
1 +O

(
1

N

))

where CT,S (u∗S ,N) is the term DT,S (u∗S ,N) multiplied by a proper constant depending on which

case of theorem 3.1 applies. The term CT,S (u∗S ,N) is either O
(
N (|S|−M)/2

)
or O

(
N (|S|−M−1)/2

)
and

∑
S∗\M⊆G CT,S (u∗S ,N) is either O

(
N−1/2

)
or O

(
N−1

)
.

Proof The proof is trivially deduced by applying lemma 3.3 and lemma 3.2 to 3.9 after invoking
theorem 3.1. We only note that CT,S (u∗S ,N) are determined by DT,S (u∗S ,N) with the proper
amedments due to the evaluation of the Laplace’s integral (cf. theorem 3.1) and thus it is either
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O
(
N (|S|−M)/2

)
if we are in case 2 or case 3 of theorem 3.1 or O

(
N (|S|−M−1)/2

)
if case 1 applies.

Now since (M∗)∗ \M = ∅ ⊆ G we infer that CT,M∗ (u∗M∗ ,N) is a member of
∑
S∗\M⊆G CT,S (u∗S ,N)

thus the latter sum is either O
(
N−1/2

)
or O

(
N−1

)
. 2

Thus, invoking relation 3.6 we obtain,

P
[
XN
M,0 > NBM

]
≤

∞∑
TM=1

∞∑
TM−1=TM

···
∞∑

T1=TM

 ∑
S∗\M⊆G

CT,S (u∗S ,N)

 e−N JT,M∗(u∗
M∗)

(
1 +O

(
1

N

))
(3.19)

Note that the rate function of ENT takes the form,

JT,M∗ (u∗M∗) =
∑
i∈M∗

Ji,Ti

(
u∗i,M∗

)
+ JM,TM

(
M−1∑
i=1

(
CTiφi − u

∗
i,M∗

)
+ CTMφM +BM

)
. (3.20)

The following lemma confines the region over which u∗M∗ should be searched. Apart from the
technical implication (smaller run time in the search of the optimum of JT,M∗ (uM∗) by a computer)
it simplifies some proofs in the sequel and palys an important role in the pursuit of a lower bound
for the tail of the queue length.

Proposition 3.1 For all i = 1, 2, ...,M − 1, u∗i,M∗ > niΛi.

Proof Recall that the region over which,

JT,M∗ (u) =
M−1∑
i=1

Ji,Ti (ui) + JM,TM

(
CTMφM +BM +

M−1∑
m=1

(CTmφm − um)

)

is minimised with respect to u is,

DM∗ := {u ∈ <M−1 : C (Ti − TM )φi ≤ ui ≤ min {CTiφi + φiγ (M∗, u·) ,KiTi} ∀i ∈M
∗} .
(3.21)

It is easily seen that if C (Ti − TM )φi ≤ niΛiTi for all i = 1, 2, ...,M − 1 then the vector ΛT :=
(n1Λ1T1, n2Λ2T2, ..., nMΛMTM ) ∈ DM∗ (recall that Cφi > niΛi for all i). Now note that for all
i ∈M∗,

∂JT,M∗ (u)

∂ui

∣∣∣∣
u=ΛT

=
∂
(
Ji,Ti (ui) + JM,TM

(
CTMφM +BM +

∑M−1
m=1 (CTmφm − um)

))
∂ui

∣∣∣∣∣∣
u=ΛT

= −τM,TM

(
CTMφM +BM +

M−1∑
m=1

(Cφm − nmΛm)Tm

)
< 0

Hence, invoking the strict convexity of JT,M∗ (u) we deduce that u∗M∗ > ΛT in the sense that
all coordinates of u∗M∗ must be strictly greater than the corresponding coordinates of ΛT.

If on the other hand there exists an i = 1, 2, ...,M − 1 such that C (Ti − TM )φi > niΛiTi then
the result follows trivially from the definition of DM∗ . 2
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4 The tail of the M th queue length in M-queue infinite-buffered
GPS systems

In this subsection we introduce an upper bound for the probability the workload in the M th

queue to reach the level NBM . In the next subsection we will discuss when this bound becomes
asymptotically exact.

We will show that under very general assumptions on the rate functions of the arrival processes,
the multiple sum in 3.19 converges providing us with the required upper bound.

Assumption 1 For niΛi < vi ∈ <, and for i = 1, 2, ...,M , limT→∞
Ji,T (Tvi)

lnT > 0.

The following proposition describes the consequences of the assumption 1 on the rate function
of the event ENT,M∗. Its proof can be found in the appendix.

Proposition 4.1 Let niΛi < vi ∈ <, i = 1, 2, ...,M and T := (T1,T2, ..., TM ) ∈ NM then

∀i = 1, 2, ...,M lim
Ti→∞

Ji,Ti (Tivi)

lnTi
> 0 =⇒ lim∑M

i=1
Ti→∞

JT,M∗ (u∗M∗)

ln
(∑M

i=1 Ti
) > 0

Assumption 2 Let T ∈ NM then,

T0 :=
(
T 0

1 , T
0
2 , ..., T

0
M

)
:= inf {JT,M∗ (u∗M∗) for 1 ≤ TM ≤ Ti ∈ N ∀i ∈M

∗} (4.1)

is unique and finite.

Theorem 4.1 If assumptions 1 and 2 hold then,

P [XN
0,M ≥ NBM ] ≤ e−N JT0,M∗(u∗

M∗)
∑

S∗\M⊆G

CT0,S (u∗S ,N)

(
1 +O

(
1

N

))
(4.2)

for S ⊆M∗,G as defined in lemma 3.3 and CT0,S (u∗S ,N) as defined in corollary 3.1.

Proof From the assumptions of the theorem and proposition 4.1 we can choose T > T 0
i ∀i ∈M

and a > 0 such that whenever
∑M
i=1 Ti > T , JT,M∗

(
u∗T,M∗

)
> a ln

(∑M
i=1 Ti

)
> JT0,M∗

(
u∗T0,M∗

)
.

We write,

P
[
XN
M,0 > NBM

]
≤

∞∑
TM=1

∞∑
TM−1=TM

· · ·
∞∑

T1=TM

P
[
ENT

]

=
T−1∑
TM=1

∞∑
TM−1=TM

· · ·
∞∑

T1=TM

P
[
ENT

]
+

∞∑
TM=T

∞∑
TM−1=TM

· · ·
∞∑

T1=TM

P
[
ENT

]

=
T−1∑
TM=1

T−1∑
TM−1=TM

· · ·
T−1∑

T1=TM

P
[
ENT

]
+

T−1∑
TM=1

∑
P
[
ENT

]
+

∞∑
TM=T

∞∑
TM−1=TM

· · ·
∞∑

T1=TM

P
[
ENT

]
(4.3)
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where the second term above consists of M − 1 terms of the type

T−1∑
TM=1

∞∑
TM−1=TM

· · ·
∞∑

Ti+1=TM

∞∑
Ti=T

T−1∑
Ti−1=TM

· · ·
T−1∑

T1=TM

P
[
ENT

]
(4.4)

where in the ith term (1≤ i < M) we have for 1 ≤ k ≤ i− 1, TM ≤ Tk ≤ T − 1, for Ti, T ≤ Ti ≤ ∞
and for i < j < M , TM ≤ Tj ≤ ∞.

Let us call ‘Term i’ i = 1, 2, 3 each of the terms appear in expression 4.3 according to the order
they appear from the left to the right. We will evaluate each one separately.

First of all notice that,

P
[
ENT

]
P
[
ENT0

] = L (N)O
(
e−N

)
(4.5)

whereO
(
N−1/2

)
� L (N)� O

(
N1/2

)
which is due to the fact that for any T,

∑
S∗\M⊆G CT,S (u∗S ,N)

is either O
(
N−1/2

)
or O

(
N−1

)
(cf. corollary 3.1)

Term 1
Since this multiple summation has a finite number of terms it is readily seen that,

T−1∑
TM=1

T−1∑
TM−1=TM

· · ·
T−1∑

T1=TM

P
[
ENT

]
= P

[
ENT0

] (
1 +O

(
e−N

)
L (N)

)
(4.6)

Term 2
We will evaluate the typical say ith, term given by 4.4. Then since

∑M
k=1 Tk > T and for N > M

a

we can write,

T−1∑
TM=1

∞∑
TM−1=TM

· · ·
∞∑

Ti+1=TM

∞∑
Ti=T

T−1∑
Ti−1=TM

· · ·
T−1∑

T1=TM

P
[
ENT

]

≤ O
(
N−1/2

) T−1∑
TM=1

∞∑
TM−1=TM

· · ·
∞∑

Ti+1=TM

∞∑
Ti=T

T−1∑
Ti−1=TM

· · ·
T−1∑

T1=TM

e−Na ln(
∑M

i=1
Ti)

= O
(
N−1/2

) T−1∑
TM=1

∞∑
TM−1=TM

· · ·
∞∑

Ti+1=TM

∞∑
Ti=T

T−1∑
Ti−1=TM

· · ·
T−1∑

T1=TM

(
M∑
i=1

Ti

)−Na

≤ O
(
N−1/2

)
T i−1

T−1∑
TM=1

∞∑
TM−1=TM

· · ·
∞∑

Ti+1=TM

∞∑
Ti=T

(
M∑
k=i

Tk

)−Na

=
O
(
N−1/2

)
Na− 1

T i−1
T−1∑
TM=1

∞∑
TM−1=TM

· · ·
∞∑

Ti+1=TM

T +
M∑

k=i+1

Tk

−Na+1

=
O
(
N−1/2

)
[Na− 1]M−i

T i−1
T−1∑
TM=1

(T + (M − i)TM )−Na+M−i =
O
(
N−1/2

)
[Na− 1]M−i

T−Na+M

where [X]l := X (X − 1) · · · (X − l + 1).
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Thus,
T−1∑
TM=1

∑
P
[
ENT

]
≤ T−Na+M

M−1∑
i=1

O
(
N−1/2

)
[Na− 1]M−i

= T−NaO
(
N−1/2

)
(4.7)

Now applying 4.5 we have,

T−1∑
TM=1

∑
P
[
ENT

]
≤ P

[
ENT0

]
O
(
N−1/2

)
e−N(a lnT−JT0,M∗(u∗

M∗))

by the choice of T and a we deduce that a lnT − JT0,M∗ (u∗M∗) > 0 and hence,

T−1∑
TM=1

∑
P
[
ENT

]
= P

[
ENT0

]
O
(
N−1/2e−N

)
(4.8)

Term 3
For N > M

a ,

∞∑
TM=T

∞∑
TM−1=TM

· · ·
∞∑

T1=TM

P
[
ENT

]

≤ O
(
N−1/2

) ∞∑
TM=T

∞∑
TM−1=TM

· · ·
∞∑

T1=TM

(
M∑
i=1

Ti

)−Na

=
O
(
N−1/2

)
Na− 1

∞∑
TM=T

∞∑
TM−1=TM

· · ·
∞∑

T2=TM

(
TM +

M∑
i=2

Ti

)−Na+1

=
O
(
N−1/2

)
(Na− 1) (Na− 2)

∞∑
TM=T

∞∑
TM−1=TM

· · ·
∞∑

T3=TM

(
2TM +

M∑
i=3

Ti

)−Na+2

=
O
(
N−1/2

)
(Na− 1) (Na− 2) · · · (Na−M)

(MT )−Na+M (4.9)

As in term 2 applying 4.5 to 4.9 we obtain,

∞∑
TM=T

∞∑
TM−1=TM

· · ·
∞∑

T1=TM

P
[
ENT

]
= P

[
ENT0

]
O
(
N

1
2
−M

)
e−N(a lnT−JT0,M∗(u∗

M∗))

= P
[
ENT0

]
O
(
N

1
2
−Me−N

)
. (4.10)

Substituting terms 4.6, 4.8 and 4.10 in 4.3 we obtain,

P
[
XN
M,0 > NBM

]
≤ P

[
ENT0

] (
1 + L(N)O

(
e−N

))
The proof completes by recalling corollary 3.1 and noting that the dominant error term is

O
(

1
N

)
. 2
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Proposition 4.2 If the arrival processes Λi(−t, 0) i = 1, 2, satisfy:
For every t > 0, λi,t ≤ Ki and ∃ αi > 0 and ti such that ∀ t ≥ ti,

P[Λi(−t, 0) > Cit] ≤ C̃it
−αi (4.11)

where niΛi < Ci < vi with Ci, C̃i constants then limT→∞
Ji,T (Tvi)

lnT > 0 for vi > niΛi and thus
assumption 1 is satisfied.

The proof can be found in [27]. The condition 4.11 corresponds to the source being long-tailed
with bounded support. Hence, our results in theorems 4.1 hold for this kind of inputs as well.

5 Discussion for the lower bound

An exact approximation of the queue length decay rate in an M queue GPS system is only reported
in [28] to the best of our knowledge. In that paper the same queueing system is studied under
the large buffer asymptotic regime. Sample path large deviation techniques are used and thus
assumptions like those introduced in [11] and [17] are in place.

Since the many sources results developed so far have drawn upon large deviations for random
variables, it is in general difficult to relate the conditions to the process case as is done in the large
buffer asymptotics. Nevertheless, it is of interest to know if the bounds are tight. For this we need
to derive lower bounds. We show that under certain readily verifiable conditions, the lowerebound
coincides with the upperbound.

Assumption 3 Let εi := Cφi − niΛi > 0 and d some finite constant. Then for i = 1, 2, ...,M ,
Js,i (Csφi + a+ εi (s− t)) > Jt,i (Ctφi + a) for (C(s− t)φi − niΛis)

+ ≤ a ≤ ε1t + d and t, s ∈ N
with 0 < t < s, t <∞. Here, x+ = x if x > 0 and 0 otherwise.

Proposition 5.1 Under assumption 3, T 0
i = T 0

M for all i = 1, 2, ...,M − 1.

Proof Recall that T = (T1, T2, ..., TM ). We want to show that for any T′ :=
(
T ′1, T

′
2..., T

′
M−1, TM

)
such that T ′i ≥ TM , i = 1, 2, ...,M − 1, JT,M∗

(
u∗T,M∗

)
< JT′,M∗

(
u∗T′,M∗

)
if for at least one

i = 1, 2, ...,M − 1, T ′i > Ti and T ′i = Ti for the rest.
Define Ti

k := (T1, ..., Ti−1, Ti + k, Ti+1, ..., TM ) for finitek ∈ N (by assumption 2 it suffices to
restrict our attention to finite times) and Ti ≥ TM , i = 1, 2, ...,M − 1.

We will show that JT,M∗

(
u∗T,M∗

)
< JTi

k
,M∗

(
u∗

Ti
k
,M∗

)
for an arbitary i = 1, 2, ...,M − 1. Then

this result can be directly generalized to obtain JT,M∗

(
u∗T,M∗

)
< JT′,M∗

(
u∗T′,M∗

)
.

Let us for the needs of this proof, denote by DT,M∗ the region defined in 3.8 associated with the
time vector T and by DTi

k
,M∗ the one that corresponds to the time vector Ti

k. We will denote by

u := (u1, u2, ..., uM−1) all members of DTi
k
,M∗ and by v := (v1, v2, ..., vM−1) all elements of DT,M∗.

Then combining proposition 3.1 and expression 3.8 we see that for all l = 1, 2, ...,M − 1, it suffices
to consider vl ∈ I

l
T,M∗ where,

I lT,M∗ :=

(
max {nlΛlTl, C (Tl − TM )φl} ,min

{
CTlφl +

φl
φl + φM

M−1∑
m=1
m6=M,l

(CTmφm − vm) ,KlTl
}]
(5.1)
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where the left endpoint is closed if nlΛlTl < C (Tl − TM )φl.
Similarly, it is not restrictive to assume that ui ∈ IiTi

k
,M∗

where,

IiTi
k
,M∗ :=

(
max {niΛi (Ti + k) , C (Ti + k − TM )φi} ,

min
{
C (Ti + k)φi +

φi
φi + φM

M−1∑
m=1
m6=M,i

(CTmφm − um) ,Ki (Ti + k)
}]

(5.2)

and for i 6= l ∈M∗, ul ∈ I
l
Ti
k
,M∗

where,

ul ∈ I
l
Ti
k
,M∗ :=

(
max {nlΛlTl, C (Tl − TM )φl} ,

min
{
CTlφl +

φl
φl + φM

(Ckφi +
M−1∑
m=1

m6=M,l,i

(CTmφm − um)),KlTl
}]

(5.3)

where for the left endpoint of the last two intervals the same observation holds as for 5.1.
Let us define the interval Ĩi

Ti
k
,M∗
⊆ Ii

Ti
k
,M∗

as,

ĨiTi
k
,M∗ :=

[
Cφik + max {niΛiTi, C (Ti − TM )φi} ,

min
{
C (Ti + k)φi +

φi
φi + φM

M−1∑
m=1
m6=M,i

(CTmφm − um) ,Ki (Ti + k)
}]

(5.4)

As long as ui ∈ ĨiTi
k
,M∗

the vector v which differs from u to the ith coordinate which is ui−Cφik

instaed of ui is such that v ∈DT,M∗. Thus, we have that ul = vl for all l 6= i and ui − Ckφi = vi.
Trivially then,

JM,TM

(
CTMφM +BM +

M−1∑
m=1
m6=M,i

(CTmφm − um) + C (Ti + k)φi − ui
)

= JM,TM

(
CTMφM +BM +

M−1∑
m=1
m6=M,i

(CTmφm − vm) + CTiφi − vi
)

and Jl,Tl(ul) = Jl,Tl(vl) for all l 6= i. Rewrite vi as vi = niΛiTi+a for some a ≥ (C(Ti − TM )φi − niΛiTi)
+

(to be precice α 6= 0) and smaller than the length of the interval I lT,M∗. Hence, Ji,Ti (vi) =
Ji,Ti (niΛiTi + a) and at the same time

Ji,Ti+k (ui) = Ji,Ti+k (Ckφi + vi) = Ji,Ti+k (niΛi (Ti + k) + (Cφi − niΛi) k + a) .

Thus by assumption 3, Ji,Ti+k (ui) > Ji,Ti (vi) implying that JT,M∗ (v) < JTi
k
,M∗ (u) and hence,

inf
v∈DT,M∗

JT,M∗ (v) < inf
{
JTi

k
,M∗ (u) : u ∈ DTi

k
,M∗ and ui ∈ Ĩ

i
Ti
k
,M∗

}
(5.5)
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Let us now assume that u ∈ DTi
k
,M∗ with ui ∈ IiTi

k
,M∗
\Ĩi

Ti
k
,M∗

i.e.,

max {niΛi (Ti + k) , C (Ti + k − TM )φi} < ui < Cφik + max {niΛiTi, C (Ti − TM )φi} (5.6)

which is empty if niΛiTi < C (Ti − TM )φi. Hence we assume that max {niΛiTi, C (Ti − TM )φi} =
niΛiTi. Then let us consider the vector v ∈ DT,M∗ such that vi = niΛiTi + ε for arbitrarily small
positive constant ε . We identify two cases:

a) The vector v with all i 6= l ∈ M∗, ul = vl and vi defined above is such that v ∈ DT,M∗. It
is trivially then seen that,

M−1∑
m=1
m6=M,i

(CTmφm − vm) + CTiφi − vi <
M−1∑
m=1
m6=M,i

(CTmφm − um) + C (Ti + k)φi − ui

since from the interval 5.6 C (Ti + k)φi − ui > CTiφi − niΛiTi while by assumtion on v

M−1∑
m=1
m6=M,i

(CTmφm − um) =
M−1∑
m=1
m6=M,i

(CTmφm − vm) .

This implies that,

JM,TM

(
CTMφM +BM +

M−1∑
m=1
m6=M,i

(CTmφm − vm) + CTiφi − vi
)

< JM,TM

(
CTMφM +BM +

M−1∑
m=1
m6=M,i

(CTmφm − um) + C (Ti + k)φi − ui
)

and thus JT,M∗ (v) < JTi
k
,M∗ (u) since JTl,l (vl) = JTl,l (ul) for all i 6= l ∈ M∗ and Ji,Ti (vi) =

Ji,Ti(niΛiTi + ε) ≤ JTi+k,i (ui) for some ε sufficiently small positive constant.
b) Let us now consider the case where the vector v defined in (a) above does not belong to

DT,M∗. That suggests that there exist(s) vl for i 6= l ∈ M∗ such that vl /∈ I
l
T,M∗ and particularly

these elements are such that,

vl > min
{
CTlφl +

φl
φl + φM

(Ckφi +
M−1∑
m=1

m6=M,l,i

(CTmφm − vm)),KlTl
}

(5.7)

We now consider the vector v′:=
(
v′1, v

′
2, ..., v

′
M−1

)
which has all its elements equal to the cor-

responding v above but the ones for which 5.7 holds. The latter components are substituted by,

v′l = min
{
CTlφl +

φl
φl + φM

(Ckφi +
M−1∑
m=1

m6=M,l,i

(
CTmφm − v

′
m

)
),KlTl

}

Then it is apparent that v′ ∈ DT,M∗. Furthermore,

0 =
M−1∑
m=1
m6=M,i

(
CTmφm − v

′
m

)
+ CTiφi − v

′
i ≤

M−1∑
m=1
m6=M,i

(CTmφm − um) + C (Ti + k)φi − ui
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implying that

JM,TM

(
CTMφM +BM +

M−1∑
m=1
m6=M,i

(
CTmφm − v

′
m

)
+ CTiφi − v

′
i

)

≤ JM,TM

(
CTMφM +BM +

M−1∑
m=1
m6=M,i

(CTmφm − um) + C (Ti + k)φi − ui
)

At the same time Ji,Ti (vi) = Ji,Ti(niΛi + ε) ≤ Ji,Ti (ui) for sufficienlty small positive ε; for all
l for which v′l = ul, JTl,l (v

′
l) = JTl,l (ul) and JTl,l (v

′
l) < JTl,l (ul) for the rest coordinates. Hence

JT,M∗ (v′) < JTi
k
,M∗ (u). Thus, from (a) and (b) we deduce that

inf
u∈DT,M∗

JT,M∗ (u) < inf
{
JTi

k
,M∗ (u) : u ∈ DTi

k
,M∗ and ui ∈ I

i
Ti
k
,M∗\Ĩ

i
Ti
k
,M∗

}
(5.8)

Combining inequalities 5.5 and 5.8 we obtain the announced result. 2

We now have all necessary results to obtain a lower bound for the tail of the queue length which
under the proper assumption on the arrival processes coincides asymptotically to the upper one.

Lemma 5.1 Let us assume that u∗T0,M∗ lies in the interior of the domain DT0,M∗. If assumption

3 holds and in addition there exist εi with u∗i,M∗ + T 0
Mεi < CT 0

Mφi + φiγ
(
T0,M∗, u∗·,M∗ + T 0

Mε·
)

such that Ji,T 0
M

(
u∗i,M∗ + δ

)
< Ji,1

(
u∗
i,M∗

T oM
+ εi

)
for all i ∈M∗ and some constant δ > 0 arbitrarily

small; then the upper bound given in 4.2 is asymptotically exact.

Proof Since u∗M∗ (we drop the subscript T0 for sake of brevity) lies in the interior of the
domain DT0,M∗we are able to find εi’s such that ri ≤ Cφi + φiγ (1,M∗, r·), i = 1, 2, ...,M − 1 with
ri := u∗i,M∗/T

0
M + εi . From [45] relation (55) we can write

XN
M,0 ≥ ΛNM

(
−T 0

M , 0
)
− CNT 0

M +
M−1∑
i=1

inf
0≤ti≤T 0

M

{
ΛNi

(
−T 0

M ,−ti
)

+ riti
}

(5.9)

The latter relation has been shown in [45] for ri’s the feasible rates (for the definition of feasible
rate see relation(20) in [45]). One can easily check that ri ≤ Cφi + φiγ (1,M∗, r·) implies that ri’s
can play the role of the feasible rates.

Hence, from 5.9 we obtain within distribution equivalence,

XN
M,0 ≥ ΛNM

(
−T 0

M , 0
)
− CNT 0

M +
M−1∑
i=1

inf
0≤ti≤T 0

M

{
ΛNi (−ti, 0) + ri

(
T 0
M − ti

)}
Therefore,

P
[
XN
M,0 ≥ NBM

]
≥ P

[
ΛNM

(
−T 0

M , 0
)

+
(M−1∑
i=1

ri − CN
)
T 0
M +

M−1∑
i=1

inf
0≤ti≤T 0

M

{
ΛNi (−ti, 0)− riti

}
≥ NBM

]
(5.10)
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Let us now define A = ∩M−1
i=1 {Ai} with

Ai =

{
∩
T 0
M
s=1ΛNi (−s, 0) < ris

}
then we have

P
[
XN
M,0 ≥ NBM

]
≥ P

[
ΛNM

(
−T 0

M , 0
)

+
(M−1∑
i=1

ri −CN
)
T 0
M +

M−1∑
i=1

(
ΛNi

(
−T 0

M , 0
)
− riT

0
M

)
≥ NBM | A

]
P [A](5.11)

Invoking the fact that ri > niΛi (see proposition 3.1) and the independence among the arrival
processes {λi,n}

∞
n=0, of different classes for all i, it is readily seen that,

P [A] =
M−1∏
i=1

P

[
∩
T 0
M
s=1ΛNi (−s, 0) < ris

]

≥
M−1∏
i=1

1−

T 0
M∑

s=1

P
[
ΛNi (−s, 0) ≥ ris

]
= 1−O

(
e−N

)
Then combining the last two realations we obtain,

P
[
XN
M,0 ≥ NBM

]
� P

[
ΛNM

(
−T 0

M , 0
)
− CNT 0

M +
M−1∑
i=1

ΛNi

(
−T 0

M , 0
)
≥ NBM | A

]

≥
∫
Dδ
P

[
ΛNM

(
−T 0

M , 0
)
− CNT 0

M +
M−1∑
i=1

ui ≥ NBM

]M−1∏
i=1

P
[
ΛNi

(
−T 0

M , 0
)

= ui | Ai
]
du(5.12)

where
Dδ :=

{
u ∈ DT0,M∗ : u∗i,M∗ − δ ≤ ui ≤ u

∗
i,M∗ + δ, i = 1, 2, ...,M − 1

}
for arbitarily small δ > 0 which is not empty since u∗i,M∗ for i = 1, 2, ...,M − 1 belong to an open
interval (see statement of the theorem and proposition 3.1).

Applying the total probability law for i = 1, 2, ...,M − 1

P
[
ΛNi

(
−T 0

M , 0
)

= ui
]
≤ P

[
ΛNi

(
−T 0

M , 0
)

= ui | Ai
]

+

T 0
M∑

s=1

P
[
ΛNi (−s, 0) ≥ ris

]
(5.13)

Invoking the well known result that the most likely time scale to overflow in a bufferless system is
one (cf. proposition 3 [27], [8] and [13]) we see that

T 0
M∑

s=1

P
[
ΛNi (−s, 0) ≥ ris

]
= O

(
P
[
ΛNi (−1, 0) ≥ ri

])
= O

(
e−N Ji,1(ri)

)
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Morover,

P
[
ΛNi

(
−T 0

M , 0
)

= ui
]

= O
(
e
−N J

i,T0
M

(ui)
)

and thus by assumtpion and inequality 5.13 we have for all ui ∈ Dδ,

P
[
ΛNi

(
−T 0

M , 0
)

= ui | A
]
≥ P

[
ΛNi

(
−T 0

M , 0
)

= ui
] (

1−O
(
e−N

))
(5.14)

Therefore, from 5.12 we deduce that ,

P
[
XN
M,0 ≥ NBM

]
�
∫
Dδ
P
[
ΛNM

(
−T 0

M , 0
)
− CNT 0

M +
M−1∑
i=1

ui ≥ NBM
]M−1∏
i=1

P
[
ΛNi

(
−T 0

M , 0
)

= ui
]
du (5.15)

which asymptotically coincides with the upper bound if we recall theorem 3.1. 2

6 The Virtual delay

In this section we present an upper bound for the probability a packet entering say the M th buffer
has to wait at least t time slots until service. The quantity is said to be the virtual delay and we
denote it Vi(−t), i = 1, 2, . . . ,M if the virtual customer enters queue i at the beginning of the time
slot −t.

The virtual delay problem has been treated by Paschalidis in [33] in the large buffer context.
Our approach closely follows [33].

Let us denote by V N
i,t the time elapsed from the arrival moment t (precisely the beginning of the

time slot (t, t+ 1)) of a packet at queue i ∈M until the moment the server attends to this packet.
We assume that the packet arrived before any other in the burst at t i.e. it sees the workload in

the buffer corresponding to the end of the time instant t − 1.. Then
{
V N
i,t

}
t

is called the virtual

delay process in queue i. It is not hard to show that (see [33]):

P [V N
i,−t ≥ t] = P [WN

i,0 ≥ ΛNi (−t, 0)] . (6.1)

Alternatively, one may assume that the packet whose delay we want to compute arrived after
all others in the burst that contains this packet. Then expression similar to 6.1 can be established
for the sojourn time of the packet in the system. In this paper by virtual delay we will refer to the
situation described by formula 6.1.

Hence, an upper bound for P [V N
M (−t) ≥ t] can be obtained by applying the analysis carried

out for the tail of the workload in the M th queue substituting NBM by ΛNM (−t, 0). Then the total
rate function reads:

JT,S (u)

:=
∑
i∈S

Ji,Ti (ui) +
∑

k∈S∗\M

Jk,Tk (CTkφk + φkγ (S, u·)) + JM,TM−t (CTMφM + φMγ (S, u·)) (6.2)

and

DT,S (u,N) :=
N |S|−M/2

(2π)M/2
√∏

i∈S σ
2
i,Ti

(ui)
∏
i∈S∗ σ

2
i,Ti−t1{j=M}

(u)
∏
i∈S∗ τi,Ti−t1{j=M} (u)

(6.3)
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where for all i ∈ S∗,
τi,Ti−t1{j=M}(u) = τi,Ti(CTiφi + φiγ(S, u·))

and similarly,
σ2
i,Ti−t1{j=M}

(u) = σ2
i,Ti

(CTiφi + φiγ(S, u·)) .

Furthermore, the region DT,S now reads,

DT,S := {uS ∈ <
|S| : C (Ti − TM )φi ≤ ui ≤ min {CTiφi + φiγ (S, u·) ,KiTi} ∀i ∈ S

CTjφj + φjγ (S, u·) ≤ Kj(Tj − t1{j=M}) + ∀j ∈ S∗ } . (6.4)

Moreover, note that Ji,T (Tvi) ≤ Ji,T ′(Tvi) for T > T ′ and thus assumption 1 implies that

limT→∞
JM,T−t(Tv)

T > 0 for T > t ≥ 1, t ∈ N . Then we obtain the following theorem whose proof
differs from theorem 4.2 to minor technicalities and thus it is omitted.

Theorem 6.1 If assumption 2 (with the infimum taken over Ti ≥ TM ≥ t+ 1, i = 1, 2, . . . ,M − 1)
and assumption 1 hold then for the tail of the virtual delay in the M th queue we have for t ∈ N
finite,

P [V N
M (−t) ≥ t] ≤ e−N JT0,M∗(u∗

M∗)
∑

S∗\M⊆G

CT0,S (u∗S ,N)

(
1 +O

(
1

N

))
(6.5)

for S ⊆M∗,G as defined in lemma 3.3 and CT0,S (u∗S ,N) as defined in corollary 3.1.

Under the proper assumptions introduced in section 5 one can show that the upper bound given
by the theorem above becomes asymptotically exact.

Generally the virtual delay is an upperbound on the actual delay. Results in the same spirit for
a two-queue Head-of-Line (HOL) priority system appear in [39].

7 Numerical results

We conclude the paper with some numerical evidence of the tightness of the bounds that have
been presented in this paper. We compare the analytical results given by Theorem 4.1 with those
obtained via simulations for different scalings N . We report results for a GPS system with 3 buffers.

We consider a three-queue GPS system where the inputs are assumed to be deterministic
ON/OFF with uniformly distributed shift. We assume that the server’s capacity is 10 and Bi = 2
for all i = 1, 2, 3. The weights allocated to each queue by the GPS server is φ1 = .35, φ2 = .45 and
φ3 = .2 while the traffic mix accessing the buffers is n1 = 20, n2 = 5 and n3 = 2.9. The period of
the inputs is taken to be 60. The precise characteristics of each traffic class are the following:

Class 1: λ1,t = 5 for t = 0, 1 and λ1,t = 0 for 2 ≤ t ≤ 59.
Class 2: λ2,t = 10 for t = 0, 1, 2, 3, 4 and λ2,t = 0 for 5 ≤ t ≤ 59.
Class 3: λ3,t = 10 for t = 0, 1, 2, 3 and λ3,t = 1 for 4 ≤ t ≤ 59.

Figures 2 3 and 4 provide a numerical verification of the performance of the upper bound
obtained in theorem 4.1 in the context of a three-queue GPS system.

Figures 2 − 4 depict a comparison of the upper bound obtained by theorem 4.1 for the tail of
the buffer occupancy with the corresponding simulation 90% confidence intervals for each buffer in
the system. The results clearly indicate that the theoretical bound improves as N increases while
it can be accurate even for small values of N .
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Figure 2: Three-queue GPS system. P [WN
1,0 > NB1] vs the

scaling factor N against the corresponding simulation 90%
confidence interval.

Concluding remarks

In this paper we have obtained bounds for the tail distribution of the buffer content in a multi-
buffer system with GPS service when they handle many sources. Our first result was a detailed
analysis of the GPS schedule and identifying the so-called eventually stable states over which the
estimations are done. We have provided sufficient conditions for the bound to be an asymptotic
equivalent and also derived the asymptotics for the virtual delay. We have also clearly exposed the
relevance of the critical time-scales for overflow of each buffer and have shown that the upperbound
is exact when the time-scales coalesce.
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Appendix

A Proof of lemma 3.2

Proof By definition,

JT,SQ

(
u∗SQ

)
= inf

u∈DSQ

JT,SQ (u)

= inf
u∈DSQ

{ ∑
i∈SQ

Ji,Ti (ui) +
∑

j∈S∗Q\M

Jj,Tj (CTjφj + φjγ (SQ, u·))

+JM,TM (CTMφM + φMγ (SQ, u·) +BM )

}
(A.1)

Invoking 3.8,

DSQ = {u ∈ <|SQ| : C (Ti − TM )φi ≤ ui ≤ min {CTiφi + φiγ (SQ, u·) ,KiTi} for all i ∈ SQ

CTjφj +BM1{j=M} + φjγ (SQ, u·) ≤ KjTj ∀j ∈ S
∗
Q }

⊃ { u ∈ <|SQ| : C (Ti − TM )φi ≤ ui ≤ min {CTiφi + φiγ (SQ, u·) ,KiTi} for i ∈ S

and ul = CTlφl + φlγ (SQ, u·) ≤ KlTl ∀l ∈ Q

and CTjφj +BM1{j=M} + φjγ (SQ, u·) ≤ KjTj ∀j ∈ S
∗
Q}
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which is a particular partition of SQ suggesting thatQ contains only KSQ-order M -eventually stable
queues (not necessarily all of them see definition 3.1). Now lemma 2.3 entails that γ (SQ, u·) =
γ (S, u·).

Hence, the last expression implies,

DSQ ⊃ { u ∈ <|SQ| : C (Ti − TM )φi ≤ ui ≤ min {CTiφi + φiγ (S, u·) ,KiTi} for i ∈ S

and CTjφj +BM1{j=M} + φjγ (S, u·) ≤ KjTj ∀j ∈ S
∗
Q

and ul = CTlφl + φlγ (S, u·) ≤ KlTl for l ∈ Q }

Thus, if we write u := (uS ,uQ) (recall that uS ∈ <|S| and uQ ∈ <|Q|) then the last relation yields,

DSQ ⊃ D
′
SQ := {(uS ,uQ) ∈ <|SQ| : uS ∈ DS and ul = CTlφl + φlγ (S, u·) for l ∈ Q }

Now A.1 can be written as,

JT,SQ

(
u∗SQ

)
= inf

u∈DSQ
JT,SQ (u) ≤ inf

u∈D′SQ

JT,SQ (u)

= inf
u∈DS

{∑
i∈S

Ji,Ti (ui) +
∑

j∈S∗\M

Jj,Tj (CTjφj + φjγ (S, u·))

+JM,TM (CTMφM + φMγ (S, u·) +BM)

}
= inf

u∈DS
JT,S (u) (A.2)

Thus, we showed that for any Q ⊆ S∗\M , infu∈DSQ
JT,SQ (u) ≤ infu∈DS JT,S (u). This proves

3.16.
To complete the proof note that

inf
S∈F(M∗)

inf
u∈DS

JT,S (u) ≤ inf
u∈DM∗

JT,M∗ (u) ≤ inf
S∈F(M∗)

inf
u∈DS

JT,S (u)

where the first inequality trivially follows since M∗ ∈ F (M∗) while the second one is due to fomula
3.16. 2

B Proof of lemma 3.3

Proof We first prove that (2) implies (1) and (3). Let us assume that G 6= ∅ for otherwise the
result follows trivially (S ≡M∗). We write,

JT,M∗ (u∗M∗) =
∑
i∈S

Ji,Ti

(
u∗i,M∗

)
+

∑
j∈S∗\M

Jj,Tj

(
u∗j,M∗

)
+JM,TM

(
CTMφM + φMγ

(
M∗, u∗·,M∗

)
+BM

)
But since S∗\M ⊆ G,

JT,M∗ (u∗M∗)

=
∑
i∈S

Ji,Ti

(
u∗i,M∗

)
+

∑
j∈S∗\M

Jj,Tj

(
CTjφj + φjγ

(
M∗, u∗·,M∗

))
+JM,TM

(
CTMφM + φMγ

(
M∗, u∗·,M∗

)
+BM

)
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Invoking lemma 2.3 we deduce that γ
(
M∗, u∗·,M∗

)
= γ

(
S, u∗·,M∗

)
. Hence, we write,

JT,M∗ (u∗M∗)

=
∑
i∈S

Ji,Ti

(
u∗i,M∗

)
+

∑
j∈S∗\M

Jj,Tj

(
CTjφj + φjγ

(
S, u∗·,M∗

))
+JM,TM

(
CTMφM + φMγ

(
S, u∗·,M∗

)
+BM

)
Let û∗S ∈ <

|S| with ui = u∗i,M∗ ∀i ∈ S, the last equality reads,

JT,M∗ (u∗M∗) = JT,S (û∗S)

But by the definition of u∗S ,
JT,S (û∗S) ≥ JT,S (u∗S)

and from lemma 3.2,
JT,S (u∗S) ≥ JT,M∗ (u∗M∗)

The last three expessions yield,

JT,M∗ (u∗M∗) = JT,S (u∗S) = JT,S (û∗S)

which proves (1) and since JT,S (·) is strictly convex it possesses a unique infimum suggesting that
u∗S = û∗S which proves (3).

Let us now show that (1) implies (2). Let us denote G1 := S∗ ∩ G. Suppose that (1) holds and
at the same time S∗\ {G1 ∪M} 6= ∅. We will end up to contradiction.

Let us define,

D :=
{
u ∈ <M−1 : C (Ti − TM )φi ≤ ui ≤ min {CTiφi + φiγ (M∗, u·) ,KiTi} ∀i ∈ S

and ul = CTlφl + φlγ (M∗, u·) ≤ KlTl ∀l ∈ S
∗\M

and CTMφM +BM + φMγ (M∗, u·) ≤ KMTM
}

(B.1)

For all k ∈ S∗\(G1 ∪M) 6= ∅ ( i.e. k /∈ G) we have (see statement of the lemma) that u∗k,M∗ <

CTkφk + φkγ
(
M∗, u∗·,M∗

)
implying that u∗M∗ /∈ D. Hence, due to the uniqueness of u∗M∗ we have,

JT,M∗ (u∗M∗) < inf
u∈D

JT,M∗ (u) (B.2)

Moreover, invoking lemma 2.3 we see that if u ∈D we have γ (M∗, u·) = γ (S, u·) and hence D now
reads,

D =
{
u ∈ <M−1 : C (Ti − TM )φi ≤ ui ≤ min {CTiφi + φiγ (S, u·) ,KiTi}∀i ∈ S

and ul = CTlφl + φlγ (S, u·) ≤ KlTl ∀l ∈ S
∗\M

and CTMφM +BM + φMγ (S, u·) ≤ KMTM
}

(B.3)

Thus, if we write u :=
(
uS ,uS∗\M

)
(recall that uS ∈ <|S| and uS∗\M ∈ <

|S∗\M |) then the last

relation implies that,

D ≡ {
(
uS ,uS∗\M

)
∈ <M−1 : uS ∈ DS and ul = CTlφl + φlγ (S, u·) ≤ KlTl for l ∈ S∗\M}
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and B.2 yields,

JT,M∗ (u∗M∗) < inf
u∈DS

{∑
i∈S

Ji,Ti (ui) +
∑
j∈S∗

Jj,Tj (CTjφj + φjγ (S, u·))

+JM,TM (CTMφM + φMγ (S, u·) +BM )

}
= JT,S (u∗S)

which contradicts the assumption that (1) holds. 2

C Proof of proposition 4.1

Proof Let us define Cφi − niΛi := εi > 0 and pick a < mini=1,2...,M εi. We consider two cases
according to whether lim∑M

i=1
Ti→∞

TM∑M

i=1
Ti

is zero or strictly positive.

Let us firstly assume that lim∑M

i=1
Ti→∞

TM∑M

i=1
Ti

= 0. Then there exist a set I ⊆M∗ such that

for all i ∈ I, lim∑M

i=1
Ti→∞

Ti∑M

i=1
Ti
> 0 and thus lim∑M

i=1
Ti→∞

Ti =∞.

Now from proposition 3.1 we see that u∗i,M∗ > niTiΛi for all i. Consider the case where there
exists at least one i ∈ I such that u∗i,M∗ ≥ (niΛi + α)Ti. Then (due to the non-negativity of the
rate function) we write,

JT,M∗ (u∗M∗) ≥ Ji,Ti
(
u∗i,M∗

)
≥ Ji,Ti ((niΛi + α)Ti)

and hence by assumption 1,

lim∑M

i=1
Ti→∞

JT,M∗ (u∗M∗)

ln
(∑M

i=1 Ti
) > lim∑M

i=1
Ti→∞

lnTi

ln
(∑M

i=1 Ti
) Ji,Ti ((niΛi + α)Ti)

lnTi
> 0

Let us now consider the case where for all i ∈ I, niΛiTi < u∗i,M∗ < (niΛi + α)Ti. Due to the
bounded support of the arrival processes both u∗j,M∗ and Λj (−Tj, 0) are less than or equal KjTj for
all j ∈ M. Then recalling that CφM > nMΛM it is readily deduced that JM,TM (u) is decreasing
wrt any coordinate of u ∈6 <M−1 as long as ui < Cφi, we write,

lim∑M

i=1
Ti→∞

JT,M∗ (u∗M∗)

ln
(∑M

i=1 Ti
)

≥ lim∑M

i=1
Ti→∞

JM,TM

(
CTMφM +BM +

∑
j /∈I

(
CTjφj − u∗j,M∗

)
+
∑
i∈I (Cφi − niΛi − a)Ti

)
ln
(∑M

i=1 Ti
)

≥ lim∑M

i=1
Ti→∞

(CTMφM +BM +
∑
j /∈I

(
CTjφj − u∗j,M∗

)
+
∑
i∈I (Cφi − niΛi − a)Ti

ln
(∑M

i=1 Ti
)

−
nM ln

(
E
[
eΛM (−TM ,0)

])
ln
(∑M

i=1 Ti
) )

≥ lim∑M

i=1
Ti→∞

∑
i∈I (Cφi − niΛi − a)Ti

ln
(∑M

i=1 Ti
) > 0
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Now we turn to the case where lim∑M

i=1
Ti→∞

TM∑M

i=1
Ti
> 0 and thus for all i ∈M, lim∑M

i=1
Ti→∞

Ti∑M

i=1
Ti
>

0 which in turn implies that lim∑M

i=1
Ti→∞

Ti =∞ for all i ∈M.

Once again we firstly consider the case where there exists at least one i ∈ M∗ such that
u∗i,M∗ ≥ (niΛi + α)Ti. Then the announced result follows in an identical way to the corresponding
case above.

It remains the case where for all i ∈ M∗, niΛiTi < u∗i,M∗ < (niΛi + α)Ti. For this we write,

lim∑M

i=1
Ti→∞

JT,M∗ (u∗M∗)

ln
(∑M

i=1 Ti
) ≥ lim∑M

i=1
Ti→∞

JM,TM (CTMφM +BM +
∑
i∈M∗ (Cφi − niΛi − a)Ti)

ln
(∑M

i=1 Ti
)

(C.1)
Note that

CTMφM +BM +
∑
i∈M∗

(Cφi − niΛi − a)Ti

=

( ∑
i∈M∗

(Cφj − njΛj − a) + CφM

)
TM +BM +

∑
i∈M∗

(Cφi − niΛi − a) (Ti − TM )

=

nMΛM +
M∑
j=1

εj − a (M − 1)

TM +BM +
∑
i∈M∗

(Cφi − niΛi − a) (Ti − TM )

(C.2)

where by choice
∑M
j=1 εj − a (M − 1) > 0. Then from C.1 and the assumption 1,

lim∑M

i=1
Ti→∞

JT,M∗ (u∗M∗)

ln
(∑M

i=1 Ti
)

≥ lim∑M

i=1
Ti→∞

lnTM

ln
(∑M

i=1 Ti
) JM,TM

((
nMΛM +

∑M
j=1 εj − a (M − 1)

)
TM
)

lnTM
> 0

The proof is now complete. 2
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