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Abstract— In this letter, we first define a cognitive network to

the interference mitigation approach is taken and transmit

be useful if at least one node can be scheduled to transmit without power control policies are determined in the case of a pymar

causing significantsimultaneous interference to any primary user
and then investigate the interaction between secondary network
size and the probability of the secondary network being useful.
First the size of the primary network is fixed, and we analyze
how quickly the interference threshold limit of the primary

network can be reduced as a function of secondary network size.

Here there is a tradeoff between the rate of interference thresold
reduction and the probability that the secondary network is
useful which is completely characterized for Rician fading.

We then allow both networks to grow simultaneously. Here
the tradeoff is determined in the regime that the interference

transmitter/receiver and secondary transmitter/receivehas
also been noted that from an information theoretic point of
view, under some suitable geometric constraints, the skogn
can in principle help the primary as it may be able to
recover the primary message before the primary has finished
transmitting [1].

In this letter, we follow the interference mitigation appof,
that is to say, the maximum interference that any secondary
user is allowed to generate at any primary receiver is fixed

decreases sufficiently fast for Rayleigh fading. We also investigate o 5 specified threshold. We do so in the setting of co-

the effect of primary channel correlation.
Finally, we say that the secondary network ig-useful provided

located primary and secondary networks, i.e., the secgndar

at least one of any¢ secondary nodes can be scheduled. We show"€twork has the potential to interfere with the primary. Vihil

that in the asymptotic regime, the probabilities of the secondary it is evident that many secondary users will not be able
network being ¢-useful are uniquely related and do not depend to transmit due to interference caused at primary receivers
on the asy_mptotic behavior of the interferenge t_hre_shold, the e say that the cognitive network is useful if at least one
;atgs at which the networks grow or even the distribution of the secondary user can be found whose transmission would not
ading. . . .

exceed the interference threshold. Except for section W1, i
this letter, only one secondary node transmits at a time laad t
scheduler is free to select any user whose transmissiondwoul
be below the interference threshold. In practice, the saleed

) ) is likely to break ties based on the specific demands of its
Spurred by the observation that many licensed frequengynyork but in this letter its primary task is to exploit clmeh

bands are vacant most of the time, cognitive radio has bégfing to find a suitable secondary user for transmission.
proposed as a means to increase overall spectral efficiengy,, secondary transmission can be below the interference
In a cognitive radio based on opportunistic spectrum acC&ggeshold, the secondary network is said to be in outage.
(OSA), the cognitive radio, or secondary user, is permittefl, ;s there is a tradeoff between the sizes of the networks,
to transmit in the licensed frequency band of a primary (Qfe interference threshold (as a function of the sizes) &ed t
incumbent) user so long as the primary user does not itsg|f,papility of secondary outage. The formulation used hese

employ the band. When a primary user resumes transmissigi, aqvantage that it does not assume any particular behavio
the secondary user must vacate the channel. Perhaps the QIeEaniguration for the primary network.

known example of this technology is the emerging IEEE . .

802.22 standard whose aim is to exploit unoccupied TV The contributions of this letter are as follows.

spectrum. A major challenge in OSA is the identification 1) We analyze the interference caused to the primary net-

of spectral holes, callegpectrum sensing. Some methods to work in the asymptotic of large secondary networks. The

accomplish this are given in [6], [3], although this list & f tradeoff is characterized exactly for Rician fading with a

from comprehensive. fixed primary network size and provided the interference
An alternative approach to OSA is to allow the cognitive  threshold decays fast enough, for Rayleigh fading with

radio to transmit simultaneously with the primary. Thisastr increasing primary network size.

egy is often called interference mitigation, and the seeopd 2) We analyze the effect of primary channel correlation.

Index Terms— Cognitive radio, interference, scheduling.

I. INTRODUCTION

user must be careful that the interference caused to the3)

primary is not “significant” or “harmful”. In [2], [7], [8],
4)

We quantify the utility of the secondary network by the
notion of /-usefulness which we believe to be novel.
We show that for non-vanishing limits to the outage
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probability, there are no tradeoffs for the system de-
signer.

Finally, we note that scheduling users whose interfereace i
below a threshold is analogous to a more traditional downlin
problem. Specifically, in a fading downlink channel, it is



known that only scheduling the user with the strongest cbnrior Rayleigh fading provided thdtm;_, I(k)m(k) = 0.
gain maximizes throughput. Here, our scheduler exploigseh
nel fading for a different purpose: to minimize interferenc g General Tradeoff Limit

This letter is structured as follows. In section Il we prasen
the model that will be employed in this letter and a general . ) ;
tradeoff limit. In section Ill, we study the asymptotic rela . Proposition 1. Provided we have that
; : : limy oo [F(I(E))]™*) = 0, then,
tionship between the interference threshold, the number 0
secondary users, and the probability of secondary outage in lim In Poue(k)
the case of a fixed size primary network. In section 1V, we k—oo k[F(I(k))]™k)
require that both the primary and secondary networks orogw, any cognitive network.

and again analyze the asymptotic relationship. In sectioveV Remark: The condition thatimy,_.o[F(I(k))]™® = 0 is

look at the effect of primary channel correlation. In sect\d always satisfied if botti (k) < oo andlimy,_.. m(k) = oo or
we generalize the notion of usefulnesgtosefulness. Finally, i im0 I(K) = 0. o

in section VII, we conclude this work.

In this section, we provide a general tradeoff limit,

_]-7 (2)

Proof: Since the cumulative distribution function of the
interference power gairdy; ; between secondary usérand
Il. PRELIMINARIES primary userj is F(x), the CDF of the worst interference
A. Model and Notation Gimax = max{G; 1,G,...,G; .} that would be generated
The size of the primary (resp. secondary) network is denotbyl secondary to any primary is given by

by m (resp.k). The complex channel gain between primary r _ [F(J?)]m(k) 3)

userj = 1,...,m and secondary usér=1, ...,k is denoted Gymax '

by h; ;. Thus the ratio of transmitted to received power islow, the secondary network is useful if and only Gf =

G;j = |hi j|*. The G, ; have cumulative distribution function min{G1 max, G2.max; - - - » Gk.max } iS l€ss or equal td (k) since

(CDF) F(x) = P[G;; < z] and in sections Il — IV are taken then there is at least one secondafgr which G; max < I(k).

to be i.i.d. This model reflects networks where fading is theurthermore, since the CDF @ is given by

dominant effect. We further assume t =0andF(x

dominant eff ef0) = bandFie) < Folw) =1 (1~ Fa, . (@))" @
We assume that when a secondary transmits, it does so with =1—(1— [F(z)"®)k, 5)

power P, which for simplicity is taken to bé” = 1 and thus

the interference caused by secondaty primary j is Gj ;.
The effect of the secondary network on the primary is P,ut(k) = P[G > I(k)] (6)

modeled by the interference caused to the primary. The —(1- [F(I(k))]m(lc))k. @)

maximum allowable limit is denoted by(k), an explicit

function of secondary network size, and is selected so bt fThus, our problem reduces to studying the behavio(lof-

primary system is not adversely affected. When the secondéﬂ(ﬁ)]m(k))k- However,

network cannot operate at or below this threshold, it mug st . m(k

transmission and is thus said to be in outage. The probabilit I Poye = ke In(L = [F(I(k) ( )) ®)

of secondary outage is denoted By (k). = —k([FI(E)]™® + O([FI(K)]P™H)).  (9)
We take an optimistic view and, except for section V'Therefore,

attempt to schedule at most one secondary user at a time

and say that the secondary network is useful if this can be M

accomplished; otherwise the secondary network is said to be k[ (I(k))]m k)

outage. Alternatively, in a low duty-cycle secondary netwo gingjly, sincelimy,_.oc [F(I(k))]™* = 0, the result follows.
it may be sufficient to be able to schedule one secondary user -

in one time slot out of every” time slots (e.g.F' = 100). Al A5 an immediate corollary of this result, it follows that if
the results below still hold then provided we repldcevith limy,.oc [F(I(k))]™® = 0 then exponential irk behavior of
kF under the assumption that independent fading is realiz%iut(k) is not possible, while ifF(I(k))]™* has a non-zero

in every time slot. . . . _ limit, then from (7), P, (k) decays exponentially.
In section lll, we fix m, and investigate the behavior

of I(k) ask — oo in terms of P, (k) and derive the i
fundamental tradeoff in (14) for Rician fading provided ywnl
thatlimy_ . I(k) = 0.

then the probability of outage is

= —14+ O([F(I(k))™®).  (10)

. FIXED SIZE PRIMARY NETWORK

In this section, we analyze the behavior of the probability o
In section 1V, we allown to depend ork:. In particular, we outage for Rician fading in the case that the primary network

requirelimy_... m(k) = oo and analyze the tradeoff betweer?'2€ m(k) is kept fixed tom > 0 while the secondary
Pou(K) and the rates at whichi(k) — oo and I(k) — 0. In network is aIIovyed .to grow. For Rician fading, the qhannel
this case, power gainG; ; is given by G, ; = |H, ;|?, whereH, ; is a
complex Gaussian random variable with mearvariance per
m AnPon(k) (1) dimensiono?/2 andu®+0? = 1. Itis common to characterize
ko0 k[I(k)]m (k) 7 Rician fading by itsK-factor, defined ad = ;2/02.
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In terms of interference reduction in co-located networks
sincem is fixed, we takelim,_,., (k) = 0 to satisfy the
condition of Proposition 1. It follows from (2) that

L WPuk) 1) _\"
1= e (wgy) o

The probability density function (pdf) off; ; is then that of

a non-central? distribution with 2 degrees of freedom. Such
pdfs are given in [4, p. 436] and when expressed in terms ¢
its K-factor is

age Probability
(=
o

5
O

J(@) = (K +1)e K[ (0 /R(K + D), (12)

whereI(.) is a modified Bessel function. Hence,

I(k) 1 107(23.4 OfG ofs i 1f2 “1f4 : 1%6 1fs 2
. Scaling Factor y

1 = 13

hoe F(I(K)) (K + De—K’ (13)

Fig. 1. Outage probability versus scaling factgrin (15) and (16) for

and thus, k = 1000 and K = 0.
_ In Py (k) oK 0 .
1 OV 1 K m m . 14 ——
A e - e (14) T4
o m=5 : P =

Since m is kept fixed, exponential decay iFo.(k) is *,,w""‘ _____
possible only if I(k) converges to a limiting interference & _,| B S R
threshold! > 0. < T PR

. . . . @ - - - .=

Since interference to the primary network should be min-g _| ’,x:‘f— . x,x‘_”f——"

imized, it is interesting to consider a fixed secondary oeitag & PR At A
- L 5 A -

probability and use the system resources to maximize tiee ras | = %7 .-%-"
at which the interference is reduced. § ,3;:’»" H,’»"

Corollary 2: For any fixed constant > 0, the interference g _,¢” 2*~
caused by the secondary network in the presence of Ricic 2 /”
fading has a maximum rate of decay of ol

K
___ e ! A A S SR SR SR S
- m m ’ 04 0.6 038 1 12 14 16 18 2
I(k) 1+ K) T +o0 ( \/E) (15) 1

Scaling factor y

where the corresponding outage probability is fixed to
Fig. 2. Interference threshold versus scaling factoin (15) and (16) for
P = exp(_ym)_ (16) k = 1()00 _and_K = 0. Qurves without markers are the first term in the
approximation in (15) while those witlx are exact.
1
It follows that even for very moderately sized primary
networks, slight increases in the parameterccan result in
much greater reliability (reduced outage)abas greater than ~ We now let the number of primaries.(k) grow with the
exponential effect or,,; while v only linearly influences the number of secondary users, i.e.,limy_.., m(k) = co. Since
worst case interference. Figs. 1 and 2 illustrate this éffec the number of primary users appears in the right hand side of
k = 1000, e.g., say 10 secondary nodes with= 100. In this  (14), we restrict ourselves to Rayleigh fading (= 0). The
case, we see that by exploiting the fading channel, it isipless main result of this section is that provided that the intefiee
to provide between 4dB and 9dB of interference reduction gireshold decreases fast enough, a similar limit existséo t
P, = 10%. fixed primary size case witlk = 0.
Alternatively, if the probability of outage is to be decreds  Proposition 3: Provided that/(k) = o(1/m(k)) then for
polynomially ink, i.e., Pou: (k) = k=", for somey > 0, then Rayleigh fading networks we have
the interference threshold behaves as
In Poue(k) 3 (18)

e i, (e =
1(k) = 25 VB E+o (/mk)/k), (A7) ko k[ (k)™ ™)

IV. VARIABLE SIZE PRIMARY NETWORK

0
which again shows the sensitivity of the outage probabitity The difficulty in proving this result is in evaluating the linof
the mth power a multiplicative interference scaling constant[(k)/F(I(k))]™*) in (11) as the exponent is also increasing.



Proof: By hypothesis, we have thatl(k) € While analytic evaluation of (k) versusP,.(k) is difficult,
[-L(m), L(m)], where the endpoints of the interval satisfyeven in the asymptotic regime, we can evaluate the above
L(m) = o(1/m). Furthermore, by Taylor's theorem, we havenumerically as illustrated in Fig. 3 wher&,, is fixed at
that in any interval—a, a), 10% . The figure suggests that asncreases, the amount of
interference reduction improves. This is intuitive sinceca

F(z) =1—e™ = a4+ R(x), (19) increases, the primary channels correlate and the segondar
where|R(z)| < S22, users eventually only see a “single” primary channel (i.e.,
Takinga = L(m), and any sequencs,, € [—L(m), L(m)], m =1 case).
Tm # 0, then
— T \M L(m m 0 j j j j j J ! ! !
u < <1 + 6()xm> —1, (20)
(Tpm)™ 2

-10
asm — oo since|z,,| < L(m) = o(1/m). Similarly,

1 — e Zm)m L(m) m
(A=—em)m ) (1 ¢ xm) 1. (21)
Tm 2

Therefore, taking:,,(xy = 1(k) = o(1/m(k)) andL(m(k)) =
21(k), we have that

|
N
(=]

Interference Reduction [dB]
I
w
o

[F(I(k))]™H) = (1 — e~ !®)m®) 22 §°
= [LR)™ +o([I(k)™H),  (23)
-50
which proves the result. ]
V. EFFECT OFCHANNEL CORRELATION ™% 0 0 10 2 . a0 s w0 70 &0

10log 10 a/(1-a)
In this section, we look at the effect of channel correlation

on the amount of interference reduction. We model the cHam}e i )
. . . . 19. 3. Interference reduction faP,,: = 0.1 versus correlation of channel
power gain from secondary uséto primary userj by G; j =  gains form = 5 andk = 1000.
|H, ;|?, whereH; ; is a zero mean complex Gaussian random
variable with unit variance, and for £ 7/,

E[Hi-,jH;,j’] = (M(S(i,i/), (24)

wherea > 0 and ¢ is the delta function. This reflects the V1. {-USEFUL SECONDARY NETWORK

scenario where a secondary user sees correlation betwe
the channel gains to the primary users. Equivalently, =
H; + H;;, where H; and H;; are independent circularly
symmetric complex Gaussian with varianaeand (1 — «).
We can no longer modeF; .« as having CDFF'(z)™ as in
(3). Moreover,

SNe now qguantify how large the pool of secondary nodes
whose interference would be below the threshdld) is.
We say that the secondary network dauseful if there is

a set of/ nodes, any one of which can transmit (although
not necessarily simultaneously) while remaining below the
interference threshold (k). This provides more freedom in
Fg, max() terms of which nodes may be scheduled andif > ¢

= P[Giy <2,Gin<a,...,Gim < 1] (25) ther; ?nél-usifu'l: netwo;f provideshmo;e fgtg)%thag aaah
o 4 . ' o2 useful network. For each, we can then defing, ! to be the
=B PlGiy < 2,Gip <@, Gign < 2] [Hs[] corresponding outage probability, i.e., the probabiltiattthe

= B\, 2 P[Gi1 < x| |[H[™, (26) secondary network is natuseful.
where | IT;|? is exponential with mean and, conditioned on The ma,}in result of this section is the surprising conclusion
|H;|? = |hi|?, Gij, j = 1,...,m, are independent and non-that if Po(ut)(k) has a non-trivial limit0 < a < 1 for some
centraly? [4, p. 436], with pdf ¢, then Po(fg(k:) has a non-trivial limit for all¢ that can be
B 2+ B2 computed as a functiom, ¢ and? onIy_ and doesiot de_-pend on
f(x||hi|?) = o ( <1_(;)) the CDF of the channel power gain, the correlation between

the primary channels and a secondary user, the asymptotic
% Iy < Alh 2z /(1 — a)) _ 27) behaviorI (k) or the .asymptoti(_: beha\(ior @h(k)._ Thus_, from
a network perspective, there is a unique relationship betwe
Then, as in Proposition 1, the limiting outage probabilities for the notions éfuseful
10 P (k networks and no room for the system designer to change this
lim no—“t() =1, (28) tradeoff. This result essentially follows from the Poissiomit.
k—oo kFg; max(1(k)) First, we need the following definition.

where F, max() iS given by (26) and (27). Definition 4: We define thefth order outage functiody :



[0,00) — (0,1] by

0
&(r)=eT) m/jl, (29)
J=0

with the convention thagy(7) = e~ and&,(0) = 1.

It is easily verified that th&, are bijective. The following
limit result from [5] (Lemma 1.3.1) will be key.

Lemma 5: Let £ > 0 be a fixed integerr > 0, and {py. }
a sequence with < p,, < 1. Then

‘K _
lim ( ) pfc(l — pk)kfj
k—o0 ) ]

if and only if limy_. ., kpr = 7. Hence, if (30) holds for any
one/, it holds for all such¢.

&e(T) (30)

The key aspect of this result is the only if part; if it holds

for any one/, then it holds for any? > 0, which implies

convergence to known quantities for the other values? of Fig. 4.
since the¢, are bijective. Our main result in this section i =1

as follows.

Theorem 6: Suppose that thé(k) and m(k) are chosen
such that for some choice @ lim;, .o Po(fg(k) =a, 0 <
a < 1. Then, all thePo(ft) have limits in the interva(0, 1) and
are uniquely determined b§ and the limita.

Proof:
secondary network is ndtuseful is
pb _

out (1 _FG1,maX(I(k)))k+

T (T)F(I(k))m(l — Fay max(T(R))F -

" <€ ' 1) Fy max(1(£))) ™D (1 = Foy max(1(k)))* =

(31)

First, we observe that the probability that the

10°

— Prob. strict 2-usefulness
= = = Prob. strict 3-usefulness
== Prob. strict 4-usefulness
Prob. strict 5-usefulness
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Probability of strict 1-usefulness

Tradeoff between limiting probabilities of stri¢tusefulness for
. 5.

Fig. 4. For example, in the limit of largg, to maximize the
probability that the network is strictly-useful, the probability
of strict 1-usefulness must be approximately 0.02, regasl
of other network parameters.

VIl. CONCLUSION

We defined a secondary network to be useful if at least one
node could transmit while maintaining its interferenceoieh
given threshold. The limiting behavior between the thrégho
outage probability and number of secondary users was char-
acterized. We conclude that for moderate to large secondary
networks with low duty cycle, simultaneous transmissioat th

However, this is exactly the form in Lemma 5 provided wexploits fading is feasible.

identify p; with Fg, ma(I(k)). Therefore, we have that In the second part, we extended the notions of usefulness

limp_ oo Po(ft)(k) = & (1) = a. Sinced < a < 1, 7 and secondary outage tGusefulness. and ordef outage.
51;11(@. Hence, Here, it was shown that if the limiting outage probabilities

is uniquely determined by: to be 7 — > S _
by Lemma 5, for any integef > 0, we then have that are non-vanishing, then there is only one tradeoff betwhen t
limg oo P (k) = &_1(7), i.e., thel-useful outage proba- limiting probabilities independent of the asymptotic beibes
bilities are determined uniquely b§ and the limita and do of network size, interference threshold or even fading nsde
not depend explicitly orf (k) or m(k). [ |
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