Abstract—The objective of this paper is to study the impact of advanced physical layer techniques on the maximum achievable throughput of wireless multihop mesh networks. We formulate a cross-layer optimization framework for the routing and scheduling problem jointly with the following physical layer techniques: successive interference cancellation, superposition coding, dirty-paper coding and their combinations. In the case when each node is enabled with superposition coding, we need to formulate a power allocation subproblem for the optimal power partition of the superimposed signals. We solve these joint problems exactly to compute the maximum achievable throughput in realistic size networks. This allows us to quantify the performance gains obtained by using these techniques (and their combinations). Specifically, we find that the use of dirty-paper coding (only at the gateway) is not justified in networks with mixed uplink and downlink flows. On the other hand, the combination of superposition coding with successive interference outperforms significantly other techniques across all transmission power range for both uplink and downlink flows. We also provide a number of interesting practical insights on throughput improvement by comparing different combinations of these techniques.
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I. INTRODUCTION AND MOTIVATION

Wireless multihop mesh networks are considered as an attractive solution to offer good throughput, energy, and coverage trade-offs. In order to deliver these trade-offs, there is a need for cross-layer optimization, i.e., the joint optimization of the physical layer parameters (e.g., rate and power), MAC parameters and routing [1]. Two main types of mesh networks have been extensively studied. The first one is based on random access (e.g., Aloha [2] or CSMA/CA) while the second is based on conflict-free scheduling [1], [3], [4]. With the emergence of new standards like LTE and WiMAX, which include conflict-free scheduling as an option, the question of optimally configuring scheduled mesh networks is becoming more and more important.

We consider the case of a managed mesh network composed of mesh routers and one gateway where 1) the mesh routers are fixed and located about 20 meters above ground so that it is reasonable to consider that the channel gains are known and quasi time-invariant and 2) the traffic is heavy enough that a static (and central) configuration of the scheduling and routing (as well as the physical layer parameters) makes sense. In such a network the traffic flows are from the gateway to the routers (downlink flows) and from the routers to the gateway (uplink flows).

Previous work [4] has shown that significant throughput gains can be obtained in a network configured by jointly optimizing routing and scheduling parameters. In this paper, we present a cross-layer optimization framework for the optimal offline configuration of fixed wireless networks that use advanced physical layer (PHY) techniques. In that sense, this is a pre-planning or planning study. We focus on the following PHY techniques: Successive Interference Cancellation (SIC), Superposition Coding (SPC) and Dirty-paper Coding (DPC) and on some of their combinations. Another recent advanced PHY technique that could be considered is Interference Alignment (IA) [5], [6]. However, we do not include IA in this work due to the fact that it is mainly effective at high transmission powers, and its practical implementation is extremely challenging.

Many advances in physical layer techniques have been proposed in the recent past and they have been studied mostly in an information theory framework. Very few studies, if any, have tried to quantify the gains that these techniques could provide in a realistic network scenario. The principal objective of our offline study is to quantify the gains in maximum achievable throughput that can be obtained by using some of these techniques in wireless mesh networks (WMN) of practical size under a realistic interference model (i.e., the physical interference model [1]). To provide additional practical engineering insights, we also study variants where we restrict the use of these PHY techniques to the gateway.

The throughput limitation of WMNs stems from the half-duplex characteristic of the wireless interfaces and the interference produced by all transmitting nodes which limits the spatial reuse. It was shown in [1], [7], [8] that the gateway is the bottleneck in this kind of network and that without special ways to mitigate these two problems, the per node throughput under a max-min policy is upper bounded by \( \frac{1}{N-1} \) in a network with a single gateway and \( N - 1 \) nodes, where \( r_m \) is the maximum possible rate for the given set of modulation and coding schemes. Clearly, if each node is able to communicate with the gateway in single hop at rate \( r_m \) then this upper bound is feasible. It was shown that this bound can typically be reached at much lower transmit power by using multihop communications [4]. In order to increase the per-node throughput beyond this upper bound for the max-min policy, many options are possible. Some of them will impact...
the infrastructure cost, i.e., the channel bandwidth can be increased (or multiple channels can be used) or the number of nodes per gateway can be decreased (i.e., by adding gateways). Other options might affect the complexity of the nodes and/or the gateway but without an increase in capital expenditures. In this paper, we focus on the latter.

By increasing spatial reuse or allowing a node to decode multiple transmissions at the same time, we will be able to increase the maximum achievable per-node throughput. For example, we consider a SIC based PHY technique, first proposed in [9], which is a technique that enables a wireless receiver to decode multiple signals successively to either partially cancel interference [10], [11] or receive more than one packet at a time [12]. We will study the cases where SIC is enabled at all nodes or only at the gateway.

SPC, also initially proposed in [9], is a technique that enables a wireless transmitter to send several signals, possibly intended for different users, as a composite. In order for a user to decode its own signal from such a composite signal, a SIC receiver is necessary. We will study the cases where SPC and SIC are both enabled at all nodes, both only at the gateway, as well as the case when only SPC is enabled at the gateway.

Another advanced technique that we will consider is DPC, first presented in [13]. DPC is a technique used at a transmitter to encode a signal with prior knowledge of the interference at a particular receiver so that, at this receiver, the harmful interference is perfectly mitigated. As a result, it allows a receiver to effectively benefit from an interference free transmission at no extra power cost to the transmitter. We will only study the case when DPC is enabled at the gateway and not in other nodes due to practical implementation challenges that we will discuss later and the high complexity to model DPC at each node. Hence, in the following DPC should be understood as DPC at the gateway only.

The main contributions of the paper can be summarized as follows:

- We formulate joint routing and scheduling flow-based problems to compute the $\text{max} - \text{min}$ throughput in a WMN when SIC, SPC, DPC or SPC-SIC is enabled at each node. These formulations are based on the physical interference model. On the modeling front, the novelties are 1) in the formulation of the set of ISets for each physical layer technique/combination under study; 2) for superposition coding (SPC), it was necessary to formulate a subproblem to partition the transmission power among the superimposed signals at each transmitter in an optimal fashion.
- These problems are very large scale NP-hard Linear Programs (LP), where the number of variables grows exponentially with the size of a network. We develop efficient tools based on the column generation method to compute exact solutions for realistic size networks.
- Our formulations enable us to obtain not only the exact $\text{max} - \text{min}$ achievable throughput in a given WMN but as well to find an optimal network configuration that achieves this throughput in terms of routing and link scheduling parameters. When studying SPC, we also obtain the optimal power partition for each set of concurrently transmitting links in the optimal schedule.
- We provide practical engineering insights for network operators on how much performance gain can be obtained by using these techniques in isolation or in combinations, and at all nodes or by restricting the use of these techniques only at the gateway. In particular, dirty paper coding has proven very disappointing in terms of throughput improvement. This is due in part to the fact that for DPC, it is necessary to separately optimize uplink and downlink flows. On the other hand, SPC with SIC achieves the theoretical maximum throughput, i.e., \( \frac{kn}{N-1} \) for uplink and \( \frac{\min(r,k)k^m}{N-1} \) for downlink flows, where \( N - 1 \) is the number of nodes (not including the gateway) in the network, \( m \) is the highest rate modulation scheme, \( k \) is the number of iterations of SIC and \( r \) is the number of superimposed signals for SPC (to be described in detail in the sequel) at high power, and provides significant gains at low to medium transmission powers.

The paper is organized as follows. Section II presents the three PHY techniques, namely SIC, SPC and DPC in some details and then discusses related work. Section III describes the system model and the problem formulations when using SIC, SPC, DPC, and SPC-SIC. Section IV presents the numerical results along with the engineering insights.

II. BACKGROUND AND RELATED WORK

A. Background

Interference cancellation schemes can be categorized in three main groups: parallel [14], successive, and a combination of parallel and successive schemes [15]. There are different trade-offs between these schemes in terms of decoding latency, performance and complexity. A parallel scheme is preferable when received powers are somewhat equal and a successive scheme operates at best with unequal received power distribution [12]. Considering the practical complexity of parallel schemes, we consider only the SIC based PHY scheme [16]. A receiver with SIC can decode multiple signals successively to either partially cancel the interference or receive more than one packet at a time. Referring to Fig. 1, without SIC, half-duplex node \( b \) cannot receive from both nodes \( a \) and \( e \) at the same time, and node \( d \) can only decode a signal from \( c \) if its SINR (Signal to Interference plus Noise Ratio) is greater than a certain threshold. Now with SIC, it might be possible for node \( d \) to first decode the strong interfering signal from \( a \). Node \( d \) can then subtract it from its compound received signal so that it can now decode the signal from \( c \). In that case, \( d \) has partially canceled the interference to decode the signal from \( c \) successfully. With SIC, node \( b \) can also decode both signals from \( a \) and \( e \). Node \( b \) first decodes the strong signal from \( e \), cancels its interference out to decode successfully the signal from \( a \).

SPC is well-known as an efficient technique to increase the throughput of multiuser systems. The idea of SPC is to allow a node to transmit several signals intended for possibly different nodes in a network as a composite signal. When transmitters are enabled with SPC, the use of SIC at the receivers is required for optimal decoding. Considering the practical
Please refer to Fig. 2, where nodes $r$ is the sum of up to $k$ maximum of $r$ up to $c$ transmit with the same power $P$. The composite signal from node $c$ is the sum of two signals with powers $P(\ell_4)$ and $P(\ell_5)$ destined to nodes $e$ and node $d$ respectively. The composite signal from node $a$ is the sum of two signals with powers $P(\ell_1)$ and $P(\ell_2)$ both destined to node $b$. To allow concurrent transmissions of links $\{\ell_1, \ldots, \ell_5\}$ without harmful interference to each other, the powers at nodes $a$ and $c$ must be partitioned jointly with respect to all link powers. Let us assume that at node $b$ the powers are split such that $P(\ell_1) > P(\ell_2)$ and $P(\ell_1) + P(\ell_2) = P$, then the receiver first decodes a signal over link $\ell_1$ and after canceling it out, the receiver at node $b$ decodes a signal over link $\ell_2$. At node $c$ the power is split such that $P(\ell_4) > P(\ell_5)$ and $P(\ell_4) + P(\ell_5) = P$, then at nodes $d$ and $g$ the main interferer is the superimposed signal over link $\ell_4$ and at node $e$ the main interferer is the direct signal from node $f$. SIC receivers first cancel out their strong interference signals from the compound received signals, and then decode their own signals. This example in Fig. 2 is only possible because we allow SIC receivers to decode the main interference from any node in a network.

Another advanced technique is dirty-paper coding, first presented in [13], and a special case of Gelfand-Pinkser coding for channels with side-information [18]. While details of the implementation of DPC are beyond the scope of this paper, DPC is a pre-coding technique used at a transmitter to encode a signal with prior knowledge of interference at a particular receiver so that at this receiver the harmful interference is “canceled out” without requiring any additional transmission power. As a result, it allows a receiver to effectively benefit from an interference free transmission. However, this is only possible if the transmitter knows the data being sent by other transmitters along with the corresponding channel gains to estimate the interference at a particular receiver. For downlink flows in a scheduled network, this may be reasonably expected for the gateway, as all downlink flows originate from the gateway. For uplink flows, this cannot be expected for any node in general. For this reason, we will only consider DPC at the gateway (i.e., on the downlink). This, in turn, forces the separation of uplink scheduling from downlink scheduling.

B. Related work

The original model for the joint routing and scheduling problem for any given wireless network was formulated in [3]. This model provides the optimization framework regardless of the choice of interference model or network utility function for a single channel system. It also provides numerical solutions for lower and upper bounds for the throughput based on a protocol interference model. However, these results are limited to small-sized networks with single power and rate only. The work of [3] was later extended by [1] to include power control and rate adaptation in the joint routing and scheduling problem. [1] also provides a study on an optimal network configuration based on the physical interference model along with exact solutions for the $\text{max} - \text{min}$ achievable throughput in small to medium-size networks. The importance of using the right interference model was studied in [19], where it was concluded that the physical interference model, as opposed to the protocol model, should be used to provide meaningful results. In [4], an efficient enumeration algorithm and a computation model based on the column generation method were proposed to solve the joint routing and scheduling problem for large-sized wireless networks with power control and rate adaptation for both $\text{max} - \text{min}$ and proportional fair throughputs.

In [2], the joint routing and medium control problem is formulated for a random access wireless networks.

The work of [20] was among the first to study the impact of SIC on capacity regions in scheduled wireless multihop networks. It presents a mathematical model for finding maximum rate combinations between source and destination nodes in a network. In this paper the interference model is the physical model and the link rates are defined using the continuous Shannon capacity formula. A limitation of this capacity formulation is that numerical results are limited to small-sized (six nodes) networks. In contrast, in our preliminary work [21], the impact of SIC on the throughput of multihop networks was studied for medium-sized networks of up to 25 nodes. We provided a joint routing, scheduling, and multiple decoding SIC problem formulation for $\text{max} - \text{min}$ throughput in a wireless multihop network with multiple rates and power capabilities. We have shown that SIC can achieve significant gains at lower powers and overcomes the fundamental throughput limit of $\frac{2^m}{N-1}$ discussed above at high powers.
III. OPTIMIZATION FRAMEWORK

A. System Model

We model a wireless multihop network by a graph $G = (\mathcal{N}, \mathcal{L})$, where $\mathcal{N}$ is a set of nodes and $\mathcal{L}$ is a set of directed links.

Let $\mathcal{F}$ denote a set of flows, where each flow $f \in \mathcal{F}$ is specified by a pair of source and destination nodes $f = (o(f), d(f))$, and the rate of a flow $f$ is denoted by $\lambda_f$. We do not place any restrictions on node placement and flow patterns at this point, although later we will focus on getting numerical results for mesh networks.

We consider a system in which all nodes use the same transmit power $P$ and the same modulation and coding scheme yielding a unit rate. In order to take parallel links into account when SPC is enabled, we define a link $\ell$ as $\ell = (o(\ell), d(\ell), i)$ where $o(\ell)$ is its origin, $d(\ell)$ is its destination, and $i$ is a unique sequence number to distinguish it from parallel links with the same origin and destination nodes. This sequence number can be omitted for all the cases that do not involve SPC. In the absence of interference, we say that link $\ell \in \mathcal{L}$ is feasible if the signal to noise ratio (SNR) at node $d(\ell)$ meets the threshold requirement $\beta$ for the successful decoding of a modulated signal sent by node $o(\ell)$, i.e.,

$$\frac{P(\ell) g_o(\ell),d(\ell)}{N_0} \geq \beta,$$

where $g_o(\ell),d(\ell)$ is the radio channel power gain between nodes $o(\ell)$ and $d(\ell)$, $N_0$ is the receiver’s background noise, and $P(\ell) = P$ is the transmission power for link $\ell$.

B. Conflict Free Scheduling and ISets

We define a conflict free schedule as a schedule that only activates at a given time a set of links that produces interference that is not harmful for any receivers, i.e., all the corresponding receivers can successfully decode the signals that are intended for them. A set of links, $s$, for which the interference at all receivers is manageable, is called an ISet, and the set of all ISets is denoted by $\mathcal{I}$ with a suitable subscript as discussed below. Clearly, whether a set $s$ is an ISet will depend on the physical layer techniques that are enabled at the nodes, e.g., we expect that any ISet $s$ when interference is treated as noise would also be an ISet when SIC is enabled but not necessarily vice-versa. Thus, in the remaining subsections, we characterize the conditions for a set $s$ to be an ISet under the various physical layer techniques that we study, and the subscript of $\mathcal{I}$ specifies which physical layer techniques are enabled. We describe SIC for a generic number of iterations $k$ and likewise, SPC for a generic number of superimposed signals cannot be canceled out. There is also some interesting work that focuses on the design of practical networks using SPC [22]. Here, the first design of a practical medium access protocol with SPC is presented for wireless mesh networks and average gains in the range of 10% to 20% are reported with respect to the standard 802.11 protocol.

Another relevant research area focuses on asymptotic performance bounds in wireless networks (see for example [23]). However, this kind of study does not give any indication on how to optimally configure networks or what performance to expect for a medium size network.

C. ISets when Interference as Noise

If interference is treated as noise by all nodes in the network then a set of links $s$ can be scheduled concurrently, i.e., is an ISet, if each link $\ell \in s$ obeys the following conditions

[C1] for each $n \in \mathcal{N}$, $\sum_{\ell \in s} l(o(\ell) = n) \leq 1$,
[C2] for all $\ell_1, \ell_2 \in s$ and $\ell_1 \neq \ell_2$, then $o(\ell_1) \neq d(\ell_2)$,
[C3] for each $n \in \mathcal{N}$, $\sum_{\ell \in s} l(d(\ell) = n) \leq 1$,

as well as the Signal to Interference plus Noise Ratio (SINR) constraint

[S1] For each $\ell \in s$,

$$\frac{P(\ell) g_o(\ell),d(\ell)}{N_0 + I_\ell - P(\ell) g_o(\ell),d(\ell)} \geq \beta,$$

where $I_\ell$ is the aggregated received signal power $I_\ell = \sum_{\ell' \in s} P(\ell') g_o(\ell'),d(\ell')$ at link $\ell$, and $P(\ell) = P$ for all $\ell \in s$.

Requirements [C1] and [C3] specify that no two distinct links in $s$ can share a source or destination respectively, while [C2] is the half-duplex constraint. The constraint [S1] specifies that the SINR of each link $\ell \in s$ must be at least the threshold $\beta$. We denote by $\mathcal{I}_{int}$ the collection of all possible ISets thus described in a network, where interference is treated as noise.

D. ISets when SIC is Enabled

We denote by SIC($k$) the case when a node can perform up to $k - 1$ rounds of successive interference cancellation, i.e., up to $k$ signals can be decoded at the node. To incorporate SIC($k$) into our system model, we need to formulate under which conditions ISets exist. For each link $\ell \in s$ an ordered set of links $DO(\ell) = (\ell_1, \ldots, \ell_{k_\ell})$ is defined where $k_\ell \leq k$ and $DO(\ell)$ denotes the decoding order for SIC for link $\ell$ at node $d(\ell)$. Hence, one must have $\ell_j \neq \ell_i$ for $j \neq i$, as well as $\ell_j \in s$, and $\ell = \ell_{k_\ell}$. SIC($k$) allows a receiver to decode signals from several nodes at a time or to allow partial decoding of the interference from other nodes [10]. Note that
for partial decoding of the interference, the ordered set \(DO(\ell)\) may include links that do not have \(d(\ell)\) as a destination. Then, in the network \(\mathcal{G} = (\mathcal{N}, \mathcal{L})\) with \(r = 1\) and SIC\((k)\), a set of links \(s\) is an ISet if it satisfies \([C1]\), \([C2]\), as well as

\[C3\] for each \(n \in \mathcal{N}_s, \sum_{\ell \in \mathcal{L}} 1_{d(\ell) = n} \leq k,\]

\([S1]\) for all \(\ell \in s\), there exists a \(DO(\ell)\) such that for each \(\ell_j \in DO(\ell)\)

\[
P(\ell_j) g_0(\ell_j, d(\ell)) \geq \beta \quad (3)
\]

and \(P(\ell) = P\) for all \(\ell \in s\).

Each link \(\ell\) in \(s\) must have at least one decoding order set \(DO(\ell)\) to satisfy \([S1']\). For small \(k\) the decoding order \(DO(\ell)\) can be found by iteratively checking all possible decoding order sets of length up to \(k\). If no decoding order can be found for at least one link in \(s\), then the set of links \(s\) is not an ISet.

Denote by \(\mathcal{I}_{\text{SIC}}(k)\) the collection of all ISets in a network with SIC\((k)\).

Clearly, since the number of incoming links to any node, including the gateway, is limited to \(k\), the \(\max - \min\) throughput is now upper bounded by \(\frac{kx_{mn}}{N+1}\) for uplink flows and still by \(\frac{1}{N+1}\) for downlink flows.

We also study the case where SIC is only enabled at the gateway \(G\) (in the case of a mesh network). In that case, a set \(s\) of links is an ISet if it meets i) \([C2]\) for all links, ii) \([C1]\), \([C3]\), and \([S1]\) for all links \(\ell\) such that \(d(\ell) \neq G\), and iii) \([C1]\), \([C3']\), and \([S1']\) for all links \(\ell\) such that \(d(\ell) = G\).

E. ISets when SPC and SIC are Enabled

We denote by SPC\((r)\)-SIC\((k)\) a generic SPC scheme, where each transmitter is able to superimpose up to \(r\) signals into one composite signal and each receiver is able to decode up to \(k\) signals from any node in the network. If a composite signal is the superposition of \(r\) signals then it results in \(r\) links \(\ell_1, \ldots, \ell_r\) leaving a common source node \(n\), and necessarily \(\sum_{i=1}^{r} P(\ell_i) = P\), i.e., for these links with a common source node \(P(\ell_i) \neq P\). Since, the total transmission power of a composite signal is still \(P\), SPC does not introduce additional interference in a network. However, to fully utilize SPC capabilities, the transmission powers over superimposed links must be allocated optimally and jointly between all SPC destination nodes to maximize the spatial reuse in a network. At first glance, it is not trivial to find such a jointly optimal power allocation since we also allow SIC\((k)\) at each node.

If in a network \(\mathcal{G} = (\mathcal{N}, \mathcal{L})\), each node is enabled with SPC\((r)\)-SIC\((k)\), then a set of links \(s\) is an ISet if it satisfies \([C2]\), \([C3']\), \([S1]\) and

\[C1'\] for each \(n \in \mathcal{N}_s, \sum_{\ell \in \mathcal{L}} 1_{o(\ell) = n} \leq r,\]

\([C4]\) for each \(n \in \mathcal{N}_s, \sum_{\ell \in \mathcal{L}: o(\ell) = n} P(\ell) = P.\)

For a given set of links \(s\), let \(\mathbf{P}_s = [P(\ell)]_{\ell \in \mathcal{S}}\) be a vector of power associations for all the links in \(s\). Each link \(\ell\) in \(s\) is either a direct link with \(P(\ell) = P\) or a superimposed link with \(P(\ell) < P\). It is easy to check if a set of links \(s\) is an ISet for all conditions except \([S1]\). To check the feasibility of links for \([S1']\), it is necessary to enumerate all inequalities \([S1']\) for each possible decoding order \(DO(\ell)\) of length up to \(k\) for each link in \(s\). The set \(s\) is an ISet if we can find at least one decoding order \(DO(\ell)\) for each link that satisfies \([S1']\) for a common power vector \(\mathbf{P}_s\).

We address this SINR feasibility \([S1']\) of an ISet by formulating a power allocation subproblem. The purpose of this subproblem is to find a vector power \(\mathbf{P}_s\) and a decoding order \(DO(\ell)\) that satisfy the condition \([S1']\) for each link \(\ell\) in \(s\).

For a fixed set of links \(s\), denote by \(\mathcal{D}(\ell)\) the collection of all possible decoding order sets of length up to \(k\) for link \(\ell\). Let us define a binary variable \(a_{m,\ell}\) as follows:

\[
a_{m,\ell} = \begin{cases} 1, & \text{if } m \text{ is a feasible decoding order for link } \ell \\ 0, & \text{else} \end{cases}
\]

where \(m \in \mathcal{D}(\ell)\) and \(\ell \in \mathcal{L}\).

If \(s\) satisfies the node constraints given in \([C2]\), \([C3']\), \([C1']\), then the optimal power allocation subproblem for \(\mathbf{P}_s\) can be formulated as follows:

\[
\Delta = \min_{\mathbf{P}_s, a, \phi} \sum_{m \in \mathcal{D}(\ell)} \phi_{m,\ell,\ell} \quad (4)
\]

\[
P(\ell) g_0(\ell, d(\ell)) - \beta (N_0 + I_\ell) a_{m,\ell} + \beta \sum_{i=1}^{j} P(\ell_i) g_0(\ell_i, d(\ell_i)) + \phi_{m,\ell,\ell} \geq 0 \quad \forall \ell \in s, \forall \ell_i \in m \quad (5)
\]

\[
\sum_{o(\ell') = o(\ell)} P(\ell') = P \quad \forall \ell \in s \quad (6)
\]

\[
\sum_{m \in \mathcal{D}(\ell)} a_{m,\ell} \geq 1 \quad \forall \ell \in s \quad (7)
\]

\[
a_{m,\ell} \in \{0, 1\} \quad \forall \ell \in s \quad \forall m \in \mathcal{D}(\ell) \quad (8)
\]

\[
\mathbf{P}_s, \phi \geq 0 \quad (9)
\]

In the formulation above, we denote by \(\phi\) the vector of all artificial variables \(\phi_{m,\ell,\ell}\) and by \(a\) the vector of all binary variables \(a_{m,\ell}\). Constraints (5) are the SINR conditions for each link in \(s\). Constraints (6) specifies the SPC power constraints, and (7) specifies that each link \(\ell\) should have at least one decoding order \(DO(\ell)\). The \(\phi_{m,\ell,\ell}\) are indicator variables in the sense that if all \(\phi_{m,\ell,\ell} = 0\), then there is a feasible solution to \([S1]\). Specifically, if the solution to the subproblem results in \(\Delta = 0\) (\(\Delta\) is the value of the objective function), then there must be a common power vector \(\mathbf{P}_s\), and for each link \(\ell\) in \(s\), there is a decoding order \(DO(\ell)\) such that \(a_{DO(\ell),\ell} = 1\). Hence, for these decoding orders and since all \(\phi_{m,\ell,\ell} = 0\), (5) implies condition \([S1]\) is satisfied. Conversely, if \(\Delta > 0\), then there does not exist a power vector \(\mathbf{P}_s\), and decoding orders \(DO(\ell)\) that satisfy \([S1]\) for \(s\). In practice, due to numerical scaling issues, to check if an optimal power allocation is feasible for \([S1]\), we look for \(\Delta \in [-\delta, \delta]\), where \(\delta\) is a small value (of the order of \(10^{-12}\)).

Denote by \(\mathcal{I}_{\text{SPC}(r)\text{-SIC}(k)}\) the collection of all ISets in a network with SPC\((r)\)-SIC\((k)\). For SPC\((r)\)-SIC\((k)\), since the maximum number of incoming links and outgoing links from any node is \(k\) and \(r\) respectively, the \(\max - \min\) throughput for
uplink flows is upper bounded by \( \frac{k \times r_m}{N-1} \), whereas for downlink flows it is upper bounded by \( \frac{\min(k,r) \times r_m}{N-1} \).

For comparison purposes with [17], we also consider the case of SPC\((r)\) where SIC is only employed to cancel interference from a single composite source at a time, i.e., [C1’], [C2’], [C3’], [C4] and [S1’] hold, where \( D\Omega (\ell) \) in [S1’] is limited to links from the same source as link \( \ell \). Denote by \( T_{SPC}(r) \) the collection of all ISets in a network using SPC\((r)\) with restricted variant of SIC\((r)\).

**F. ISets when DPC is Enabled**

In the context of a scheduled wireless mesh network, a gateway on the downlink has perfect knowledge of the data being sent in a network since all packets originate from gateway itself. With appropriate feedback, it can be made aware of any links along with their channel gains. Thus, in a scheduled network, the gateway is able to estimate the interfering signal at any node from other active links for downlink flows only. For uplink flows, in general, it is not possible for any node to be aware of the interfering signals as uplink flows do not have a common node of origin. Thus, for DPC, we separate the scheduling of uplink and downlink flows. For downlink flow scheduling, links that originate from the gateway are interference free using DPC, while all other flows. For uplink flow scheduling, links that originate from the gateway are interference free using DPC, while all other links will be subject to interference. For uplink flows, all links are subject to interference.

Thus, if \( T_{DPC} \) is the collection of all ISets with DPC, then each ISet \( s \in T_{DPC} \) must satisfy the requirements of [C1], [C2], [C3] and in addition the SINR condition [S1] if \( o(\ell) \neq G \) or eq. (1) for \( o(\ell) = G \). \( T_{DPC} \) is only used to schedule downlink flows. Uplink flows are scheduled using \( T_{int} \), and the two schedules are combined by time sharing so as to maximize the minimum flow rate over all uplink and downlink flows.

**G. Problem Formulation**

In this section, we provide a cross-layer optimization framework for the joint routing and scheduling (JRS) problem with the PHY techniques (and their combinations) introduced above. The JRS problem is formulated for the \( \max - \min \) throughput since it was shown in [4] that the \( \max - \min \) throughput is a reasonable objective for a managed wireless mesh network (WMN).

Given a set of nodes \( N \) and a set of directed links \( \mathcal{L} \) and a set of flows \( \mathcal{F} \) denote by \( x_{\ell}(f) \) the amount of flow \( f \) transmitted over a link \( \ell \) and by \( x_{\ell} = [x_{\ell}(f)]_{f \in \mathcal{F}} \) the routing vector of a flow \( f \). Define the variable \( \lambda_f \) to be the rate of flow \( f \). Also, to simplify notation use vectors \( \alpha = [\alpha_x]_{x \in \mathcal{F}} \) and \( \lambda = [\lambda_f]_{f \in \mathcal{F}} \) and \( \alpha_s = [\alpha_s]_{s \in \mathcal{I}} \), where \( \alpha_s \) was defined as the proportion of time ISet \( s \) is scheduled.

Denote by \( \mathbb{I} \) a set of ISets that can be constructed based on the conditions described above for each physical layer technique, i.e., \( \mathbb{I} \) is either \( \mathbb{I}_{int}, \mathbb{I}_{SPC(k)}, \mathbb{I}_{SPC(r)-SIC(k)}, \mathbb{I}_{SPC(r)} \).

Then, given \( \mathbb{I} \), the JRS problem for the \( \max - \min \) throughput optimization over all flows can be formulated in a generic form as follows [1]:

\[
\max_{\alpha, \lambda} \lambda
\]

\[
\sum_{\ell \in \mathcal{L}} x_{\ell}(f) - \sum_{\ell \in \mathcal{L}} x_{\ell}(f) = \begin{cases} \lambda_f, & n = f_o \\ -\lambda_f, & n = f_a \\ 0, & \text{else} \end{cases} \quad \forall n \in N \quad \forall f \in \mathcal{F} \tag{11}
\]

\[
\sum_{f \in \mathcal{F}} x_{\ell}(f) \leq \sum_{s \in \mathcal{I}} \alpha_s \mathbf{1}_{\{s \in \ell\}} \quad \forall \ell \in \mathcal{L} \tag{12}
\]

\[
\sum_{s \in \mathbb{I}} \alpha_s = 1 \tag{13}
\]

\[
\lambda_f \geq \lambda \quad \forall f \in \mathcal{F} \tag{14}
\]

\[
\alpha, \lambda, \lambda \geq 0 \tag{15}
\]

Condition (11) specifies the flow conservation constraints. Link scheduling constraints are given in (12) and (13). Specifically, (12) defines the link capacity constraint, i.e., the aggregated amount of flows over the link cannot exceed its scheduled capacity (recall that we have one modulation/coding scheme of unit rate). Constraint (13) states that ISets must be scheduled over a unit period of time. Note that \( [\alpha_s]_{s \in \mathcal{I}} \) is a function of \( \mathcal{I} \) and so are (12) and (13).

By solving this problem, we are not only able to compute the \( \max - \min \) throughput that can be obtained using these physical layer techniques but also an optimal network configuration in terms of routing and ISets scheduling. In the case of the SPC technique, we also obtain the optimal power allocation for each ISet.

For DPC, we solve the JRS problem twice: first for downlink flows only using \( T_{DPC} \), and then for uplink flows only using \( T_{int} \). These two schedules are then combined using time sharing so as to maximize the minimum flow rate over all uplink and downlink flows.

Although, the problem in (10)-(15) is a LP, it is a very large scale NP-hard problem, where the number of variables grows exponentially with the size of the network. The maximum number of links is in the order of \( O(N^2) \) and the number of ISets is in the order of \( O(|\mathcal{L}|^M) \), where \( M \) is the maximum ISet size. It is not tractable to directly enumerate all ISets as this requires testing all \( 2^{|\mathcal{L}|} - 1 \) elements of the power set of \( \mathcal{L} \) to check if they are ISets. In addition, in the case of SPC, for each element in the power set, a subproblem must be solved to check if there exists an optimal power allocation for SPC signals. This subproblem is a binary problem for which it is necessary to construct all possible decoding orders for each link. Thus, an enumeration search is not a viable technique.

To compute exact solutions for realistic size networks, we developed computational tools based on the column generation method (or revised simplex method). The problem is solved iteratively on a subset of ISets for a current solution and dual variables. At each new iteration a selected subset of ISets is added to the problem based on the reduced costs

\[-(\zeta + \sum_{f \in \mathcal{F}} v_f)\]

of each ISet \( s \), where \( v_f \) and \( \zeta \) are the dual variables for (12) and (13), respectively. If, at a new iteration, no feasible ISet
with a strictly positive reduced cost can be found, then the current solution is optimal. Using this approach we are able to avoid the enumeration of all ISets and to solve the problems within reasonable time.

IV. NUMERICAL RESULTS

In this section, we provide exact numerical solutions for medium size wireless mesh networks (WMN) with a total of $N = 20$ nodes, where $N - 1$ nodes are placed uniformly at random in a 2km by 2km square, and a gateway node $G$ is placed in the center of the square. The flow pattern for mesh networks is typically from each node to the gateway (uplink) and from the gateway to each node (downlink). We will show our results in terms of node $\max - \min$ throughput denoted as $\Lambda$ where $\Lambda = \lambda$ (where $\lambda$ is the solution to the JRS problem with the corresponding PHY technique) in a network with only uplink (resp. downlink) flows, and $\Lambda = 2\lambda$ when there are an uplink flow and a downlink flow per node.

We assume that each node uses a fixed transmit power budget $P$ and the same single modulation scheme yielding a normalized rate with a corresponding SINR threshold of $\beta = 6.4$dB.

Without loss of generality, we model the channel gains by the path-loss factor

$$g_{o(\ell),d(\ell)} = \left(\frac{d_{o(\ell),d(\ell)}}{d_0}\right)^{-\eta},$$

where $d_0$ is the near-field crossover distance, $\eta$ is the path loss exponent and $d_{o(\ell),d(\ell)}$ is the distance between a transmitting node $o(\ell)$ and a receiving node $d(\ell)$. Note that our framework is general enough to accommodate any quasi-static channel model. For all our results for $\max - \min$ per node throughputs, we use the following physical layer parameters: $N_0 = -100$dBm, $d_0 = 10$m and $\eta = 3$. In the following, $P_{SH}$ is the minimum power required for all nodes to communicate with the gateway in a single hop. We have studied multiple realizations and at first for comparative analysis, we show the throughput improvements using advanced physical layer techniques in two selected networks Net-A and Net-B, which are shown in Fig. 3(a) and in Fig. 3(b), respectively. Net-A and Net-B were selected because among the many realizations that we have performed, Net-A in general had the largest performance gains, while Net-B had the lowest.

Net-A and Net-B. We label $JRS_{int}$ the case where ISets $I_{int}$ are used, i.e., all interference is treated as noise. In that case, the maximum achievable throughput is bounded to $1/(N - 1) = 0.0526$, which is achieved in both networks at much lower powers than $P_{SH}$ due to the multihop communication. We label $SIC(2)$ and $SIC(3)$, respectively the cases where SIC with $k = 2$ and $k = 3$ are enabled at each node. The theoretical maximum throughput for SIC(2) is $2/(N - 1) = 0.1053$ and for SIC(3) it is $3/(N - 1) = 0.1579$, and yet at no transmission power this performance for SIC(3) achieved as the node placements of Net-A and Net-B do not permit three simultaneous transmissions to the gateway at all times.

We also notice that at low transmission powers, SIC(3) does not provide significant improvement compared to SIC(2). For the network Net-B, SIC does not provide any gains at all in the low power regime due to the fact that with this network topology with path-loss, the channel gains do not provide a sufficient unequal received power distribution. On
the other hand, for the network Net-A, SIC provides large gains across all transmission power range by allowing the gateway (and other nodes) to receive multiple transmissions simultaneously, and thus, increasing the size of ISets and the cardinality of $I_{\text{SIC}(k)}$.

In the case of SPC(2)-SIC(2) (labeled as such in the figures), we observe that, in both networks, the maximum throughput of $2/(N-1)$ can be obtained at powers $P \geq P_{\text{SH}}$. In fact, this is to be expected, as at sufficiently high power, each node can then transmit in single hop fashion to the gateway two parallel links with superposition coding, thus doubling the rate. If we now focus on low transmission powers in both networks, we observe that SPC(2)-SIC(2) does not outperform SIC(2) significantly as in this regime the achievable throughput is bounded by the decoding capabilities of the gateway node. We also show results for SPC(2) (i.e., with restricted SIC(2) decoders). This type of SPC model is used in [17]. Our aim by considering SPC(2) is to show that such an approach has significant performance penalty. As shown in Fig. 4, in both networks, SPC(2) underperforms significantly at low and medium transmission powers. Note that we do not show results for DPC in Fig. 4 since we consider only uplink flows.

In Fig. 5, we show $\Lambda$ in networks Net-A and Net-B as a function of the transmission power $P$ when the flow pattern is downlink-only. In this case, the optimal $\max - \min$ rate is limited by the transmission capabilities of the gateway $G$, which, if in continuous operation, can produce a $\max - \min$ throughput of $1/(N-1)$ per node except when SPC is enabled. Although, the use of SIC can potentially improve throughput at low transmission powers, it cannot overcome the bound of $1/(N-1)$ on the downlink regardless of the number of decodings $k$ as the gateway is the bottleneck. However, with the use of SPC(2)-SIC(2), it achieves the theoretical maximum throughput of $2/(N-1)$ for both networks. This combination of SPC(2)-SIC(2) allows two (or more) outgoing transmissions from any node simultaneously, and at high powers allows for parallel links between two nodes. Thus, SPC with full capability SIC may double the throughput in both uplink and downlink. Comparing with SPC(2), these results show that this variant of SPC operates near the performance of SPC(2)-SIC(2) for downlink flows. We also show results labeled as DPC (i.e., DPC is enabled at the gateway). As shown in Fig. 5, DPC does not provide any gain for Net-A, and only marginal gains for Net-B.

In Fig. 6, we consider the case where there are uplink and downlink flows. We jointly optimize uplink and downlink flows for networks Net-A and Net-B for all cases except DPC for which uplink and downlink flows are optimized separately. With the use of SPC(2)-SIC(2), the theoretical maximum throughput of $2/(N-1)$ is achieved for both Net-A and Net-B.

To investigate further, we consider the case where we restrict the use of SIC(2), SIC(3) and SPC at the gateway only, and denote these results by SIC(2)@G, SIC(3)@G and SPC(2)@G-SIC(2), respectively. In the last variant SPC(2)@G-SIC(2), SPC(2) is enabled only at the gateway and SIC(2) is enabled at each node. We aim to show that by enabling these techniques at the gateway only, we can achieve significant throughput improvements in a network with uplink and downlink flow pattern. As seen in Fig. 6, in both networks, these restricted variants show significant gains at medium to high powers when compared to the case when no advanced PHY techniques are enabled in any node. This indicates that at medium to high power the $\max - \min$ throughput is mainly limited by the transmission capabilities of the gateway. Interestingly, the SPC(2)@G+SIC(2) variant shows almost no decrease in terms of throughput compared with SPC(2)-SIC(2). It is because on the uplink all the gains are attributed to SIC(2) and on the downlink all gains are attributed to SPC(2) by allowing two transmissions from the gateway.

In the case of DPC, the per-node throughput is obtained by time-sharing separately optimized uplink and downlink schedules such that overall uplink and downlink flow rates are equal. Thus, the overall flow rate is $\Lambda = 2\lambda_{ul}\lambda_{dl}/(\lambda_{ul}+\lambda_{dl})$, where $\lambda_{ul}$ and $\lambda_{dl}$ are the uplink and downlink flow rates obtained by...
In Fig. 7, we show the relative gains of each technique with respect to the baseline results for the JRS\textsubscript{int} case as a function of the transmission power $P$ in networks with uplink and downlink flows. The relative gains of each technique enabled at each node are computed as $\text{gain}(P) = \frac{\hat{\lambda}(P) - \hat{\lambda}(P)_{\text{J}}}{\hat{\lambda}(P)_{\text{J}}} \times 100\%$, where $\hat{\lambda}(P)$ is the averaged throughput at power $P$ over 10 random network realizations and $\hat{\lambda}(P)_{\text{J}}$ is the averaged throughput at power $P$ for the JRS\textsubscript{int} case. Each network realization has the same number of nodes with the gateway located in the center. We provide these results to show general “average” trends for throughput in random topology networks. The results for DPC show that it provides no gains and even underperforms compared to the JRS\textsubscript{int} case where uplink and downlink flows are jointly optimized. For SIC(2) and SIC(3), high throughput gains are obtained across the entire range power. However, even SIC(3) lags the throughput gains that can be offered by SPC(2)-SIC(2). As shown in Fig. 7, SPC(2)-SIC(2) provides the maximum possible throughput increase from 100% at high powers, 60 – 80% at medium powers and even outperforms SIC-3 at low power regime with gains of up to 40%.

We also computed results for $\beta = 1$dB (recall that $\beta$ is the modulation SINR threshold). We observe the same general trends except that networks can be connected at about 5dB lower power and higher throughput gains can be obtained with SIC and SPC-SIC for Net-A at all transmission powers and for Net-B at high powers.

V. CONCLUSIONS

In this paper, we have provided an optimization framework to determine the achievable throughput in a wireless mesh network that employs successive interference cancellation, superposition coding and dirty-paper coding. With the use of our framework, we have shown the following: 1) enabling SIC allows a network to improve significantly the per node max-min throughput across the entire transmission power range; 2) SPC with full SIC capabilities significantly outperforms
any other technique for both uplink and downlink flows and achieves the maximum theoretical throughput at high power; 3) DPC enabled only at a gateway is not justified for use in the network with uplink and downlink flow patterns due its limited use only on the downlink; 4) implementing SPC-SIC at the gateway brings significant performance gains.
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