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Abstract—The problem of cross-band interference in single-
antenna and multi-antenna OFDM cognitive transmitters is con-
sidered. Cross-band interference, which is caused by largeOFDM
signal sidelobes, is a major drawback of OFDM, especially in
cognitive radio applications where it is crucial to protectprimary
licensed users from the secondary user’s interference. In this
paper, we propose a novel low complexity technique, referred
to as a phase adjustment technique, to tackle this problem in
single-antenna and multi-antenna OFDM cognitive transmitters.
In this technique, the phase of each OFDM symbol is adjusted in
an attempt to minimize the interference caused by the secondary
user to the primary. Unlike prior methods, this technique does not
decrease data throughput and has no impact on the bit-error-
rate and peak-to-average power ratio of the OFDM symbols.
Furthermore, to calculate the adjustment phases, three heuristics,
one of which is very low complexity and achieves near optimal
performance in numerical simulations, are also proposed. In
addition, performance of the proposed technique is evaluated
analytically in some special cases in single and multi-antenna
cognitive transmitters, and is verified by numerical simulations.

Index Terms—Cognitive radio, OFDM, interference cancella-
tion, phase adjustment.

I. I NTRODUCTION

ORTHOGONAL frequency division multiplexing
(OFDM) is widely used in high data rate communication

systems since it is robust against time dispersion in multipath
fading channels and can be easily implemented. By dividing
the total bandwidth into several parallel subchannels, OFDM
also has the ability to adaptively allocate different bit rates
and transmission powers to different subchannels and support
the possibility of dynamic spectrum use. Hence, OFDM has
been suggested as one of the best candidates for modulation
in cognitive radio [2].

In OFDM-based cognitive radio systems, detected primary
licensed users are protected by switching off the corresponding
subcarriers of the secondary user which results in a non-
contiguous OFDM system. However, OFDM has some major
drawbacks such as large peak-to-average power ratio and
high out-of-band radiation. The latter is mainly caused by
sidelobes of the subcarriers that are produced because of
symbol truncation in the time domain. Out-of-band radiation
may thus cause interference to primary users in neighboring
bands.

These results were presented in part at IEEE WCNC’12, Paris,France, 1-4
April, 2012 [1]. This work was supported in part by the Natural Science and
Engineering Research Council of Canada (NSERC) and by BlackBerry.

Currently, several sidelobe suppression techniques for
OFDM-based cognitive systems have been addressed in the
literature. Time domain windowing [3–5] is the simplest
approach and lengthens the symbols with the help of using
smooth shaping windows. As a downside, this reduces the
useful data rate. Subcarrier weighting (SW) [6], on the other
hand, weights all subcarriers in such a way as to minimize the
sidelobe power. Since the data subcarriers are perturbed, this
approach has the side effect of increasing the bit-error-rate
(BER) of the system. In [7], the multiple choice sequences
(MCS) approach is introduced to reduce the sidelobes of
OFDM subcarriers. As in MCS, the index of the best sequence
is required to be sent to the receiver, this technique effectively
decreases the useful data rate. In the active interference cancel-
lation (AIC) technique [8], a few subcarriers are reserved and
weighted to suppress the sidelobes, whereas in the adaptive
symbol transition (AST) method [9], this is achieved by adding
an extension to time domain symbols which is optimized
to reduce the sidelobes. However, both techniques mitigate
the interference at the cost of a decrease in data throughput.
Finally, the N-continuous OFDM approach [10] reserves a few
subcarriers to create a smooth transition between consecutive
OFDM symbols and thus, has the same shortcoming as the
AIC technique.

OFDM can also be employed in multiple-antenna cognitive
systems in order to increase system capacity and exploit
diversity. However, only a few techniques in the literature
have been proposed for sidelobe suppression in multiple-
antenna OFDM transmitters and most are extensions of the
AIC technique to multiple antennas. In [11], the authors
apply the AIC method to all transmitter antenna symbols
and compute the optimum value of cancellation tones jointly
over multiple antennas. A more efficient extension of AIC for
multi-antenna non-contiguous OFDM systems is presented in
[12], where it is suggested to insert cancellation tones in the
OFDM symbols of only one of the transmitter antennas in an
attempt to cancel the interference produced by other antennas.
Although the AIC method shows acceptable performance in
creating deep spectrum notches, it has somewhat high compu-
tational complexity as it needs to solve a constrained convex
optimization problem for each symbol. The problem is acute in
multi-antenna OFDM cognitive transmitters as the number of
cancellation subcarriers grows with the number of transmitter
antennas. In [13], the authors apply the N-continuous OFDM
technique to a multi-antenna transmitter OFDM cognitive
system. However, this inevitably increases the bit-error-rate
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TABLE I
COMPARISON OF DIFFERENT PROPOSED TECHNIQUES FOR SIDELOBE SUPPRESSION INOFDM

Research work Advantage(s) Disadvantage(s)
Time domain windowing [3–5] Low complexity, No BER increase Throughput reduction
Subcarrier weighting (SW) [6] No throughput reduction High complexity, BER increase

Multiple choice sequences (MCS) [7] No BER increase High complexity, Throughput reduction
Active interference cancellation (AIC) [8, 11, 12] No BER increase High complexity, Throughput reduction

Adaptive symbol transition (AST) [9] No BER increase High complexity, Throughput reduction
N-continuous OFDM [10, 13] No BER increase Throughput reduction

(BER) due to the precoder used at the transmitter to suppress
the OFDM sidelobes, and explicit considerations are taken
when the receiver has multiple antennas as well.

Although all of the abovementioned methods have shown
relatively acceptable performance in interference mitigation,
they all suffer from one or more of these shortcomings: high
computational complexity, reduction in useful data throughput,
and increase in BER. Advantages and disadvantages of the
abovementioned techniques are summarized is Table I.

In this paper, we consider the problem of interference reduc-
tion in both single-antenna and multi-antenna OFDM cognitive
transmitters. We propose a phase adjustment technique to
reduce the interference power coming from the out-of-band
radiation of the secondary OFDM system to the primary user,
and the scheme is blind to the number of receiver antennas at
the secondary user. We also evaluate the performance of the
proposed technique in interference reduction analytically in
some special cases for both single-antenna and multi-antenna
secondary transmitters. The results related to the multi-antenna
case were partially presented in our previous work [1], where
a secondary transmitter with only two transmitter antennasis
considered. In this paper, we generalize the proposed technique
to the single-antenna case and multi-antenna with more than
two secondary transmitter antennas.

For the multi-antenna cognitive transmitter case, the pro-
posed technique rotates symbols transmitted from each an-
tenna in the complex plane based on the symbols transmitted
from other antennas at the same time. The optimal rotation
phase of each antenna is computed such that, after passing
through the channel, the total interference spectrum at the
primary receiver due to all secondary antennas is minimized.

Since in the multi-antenna case the interference mini-
mization is performed across the transmitter antennas, there
should be at least two secondary transmitter antennas for
this approach to work. Thus, for the single-antenna cogni-
tive transmitter case, we propose a phase rotation technique
that considers multiple consecutive OFDM symbols. In the
proposed single-antenna technique, subcarriers of each OFDM
symbol are rotated by an optimal phase, based on the previous
OFDM symbols, such that the resulting interference due to
the considered consecutive OFDM symbols is minimized, i.e.,
Welch’s spectrum estimate of the transmitted OFDM symbol
stream is minimized at the primary band. The approach of
reducing the interference due to multiple consecutive symbols
has been taken in some of prior works, e.g. [9, 10].

In some special cases, the optimal phase rotation can be cal-
culated using a simple inner product. For the other cases, three

different novel and low complexity heuristics are presented
for approximating the required rotation phases of the OFDM
symbols. One of the heuristics, i.e., the block coordinate
descent method, is found to achieve near optimal performance
obtained by brute-force search, at very low complexity.

As noted above, in the single-antenna case, in contrast to the
multi-antenna case, interference is minimized over different
symbols which belong to consecutive transmission times. As
explained in Section II-C, the performance analysis for the
single-antenna case is then not a special case of the multi-
antenna case with one transmitter antenna, and requires its
own separate analysis.

Moreover, in the proposed techniques, all subcarriers of an
OFDM symbol are rotated by the same phase. This phase can
be regarded as part of a common phase (CP) which can be
considered as a part of the channel effect known as common
phase error (CPE), and is compensated for in any practical
OFDM system. Therefore, the receiver can compensate for
the phase rotation using one of the several methods that have
been proposed for mitigating the CPE in the literature [14],
[15]. As a result, the proposed phase adjustment method does
not need explicit side information to be sent to the receiver
for data recovery and data throughput is not decreased.

Finally, the phase adjustment method does not introduce
any increase in bit-error-rate (BER) since it rotates all of
the subcarriers by the same phase and thus, the location of
the constellation points with respect to each other remain
unchanged.

This paper is organized as follows. In Section II, the system
model for the single-antenna cognitive system is introduced
and the phase adjustment technique is proposed and analyzed.
In Section III, we present the system model and the phase
adjustment technique for the multiple-antenna cognitive sys-
tem. Analysis of the technique is also presented in this section.
Finally, numerical results and conclusion are given in Section
IV and Section V, respectively.

II. SINGLE-ANTENNA OFDM COGNITIVE TRANSMITTER

A. System and Signal Model

A cognitive system with one transmit antenna employing
non-contiguous OFDM signaling is considered. The cognitive
receiver may have one or more antennas. The OFDM system
is assumed to use a total ofN subcarriers where some of
them are switched off according to the detected primary user(s)
activity. The transmitter block diagram is shown in Fig. 1. The
input data bit stream is symbol-mapped resulting in a series
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Fig. 1. Block diagram of the single-antenna phase adjusted OFDM cognitive
transmitter.

of complex constellation points{si} which are to modulate
the active subcarriers.

The serial-to-parallel block converts the stream of{si}
into the complex-valued vectorX(n) wheren is the symbol
index. The cognitive engine deactivates the subcarriers that
coincide with the primary user band according to the detected
spectrum opportunity.X(n) is then passed through the IFFT
block resulting in

x̂(n) =
1

N
W †

N,NX(n), (1)

whereWN,N = [ωkl], k, l = 0, . . . , N − 1, is theN ×N dis-
crete Fourier transform (DFT) matrix in whichω = e−j2π/N

and (·)† denotes the conjugate transpose.
To avoid intersymbol interference (ISI), the lastG samples

of x̂(n) are added at the beginning of the IFFT output, whereG
is assumed to be larger than the length of the channel impulse
response. Therefore, the resulting time domain OFDM symbol
can be expressed as

x(n) =
1

N
W †

N,N+GX(n), (2)

whereWN,N+G = [A WN,N ] is a modified upsampled DFT
matrix to include the cyclic prefix in whichA is the submatrix
of WN,N consisting of the lastG columns ofWN,N .

In order to further decrease interference to the primary user,
x(n) is passed through the phase adjustment block that rotates
each OFDM symbol by an appropriate phase.

To evaluate the spectrum in the primary band in-between
the subcarrier frequencies, we use the upsampled FFT matrix
defined as

W
(L)
N,N = [ωkl/L], k = 0, . . . , N−1, l = 0, . . . , NL−1, (3)

where L is the upsampling factor. Hence, the upsampled
spectrum of thenth OFDM symbolX(n) is calculated as

X(n)
L =

1

N
W

(L)
N,N+GW †

N,N+GX(n). (4)

B. The Phase Adjustment Technique for Single-antenna
OFDM Transmitter

The objective of the phase adjustment technique is to reduce
the interference at the primary band by adjusting the phase
of the transmitted OFDM symbols. In the phase adjustment
technique for the single-antenna transmitter, all subcarriers of
each OFDM symbol are rotated in the complex space by the
same optimal phase to minimize the interference to the primary
user.

n n+1 n+m n+m+1 n+2m 

Step k 

Step k+1 
OFDM symbols 

Fig. 2. Consideringm + 1 successive symbols in each step in the phase
adjustment technique for single-antenna transmitter.

Consideringm + 1 successive OFDM symbols in each
step, the optimal rotation phase of the lastm symbols are
computed in such a way that the entire interference of the
m + 1 symbols is minimized. The spectrum of the resulting
symbols is computed using Welch’s method [16], where a
window length equal tom + 1 OFDM symbols is considered
for each spectrum estimation segment and the amount of
overlap of the segments is one OFDM symbol, as shown in
Fig. 2. Therefore, in each step, the first symbol’s phase shift is
assumed to be obtained by optimization from the previous step
and thus,m optimal phases are to be calculated. Consequently,
the (m + 1)th symbol in the current step will be considered
as the first symbol in the next step.

Let x(n), x(n+1) · · · x(n+m) denote them + 1 consecutive
OFDM symbols in the current step. The upsampled spectrum
of the m + 1 symbols is then calculated as

S(n) = W
(L)
N,2(N+G)




x(n)

...
x(n+m)


 (5)

=
m∑

i=0

DiW
(L)
N,N+Gx(n+i), (6)

whereDi = diag{e−2πjki(N+G)/NL}, k = 0, . . . , NL − 1.
Without loss of generality, we assume that the primary user

occupies a bandwidth equivalent toB successive subcarriers
[Xt+1, Xt+2, . . . , Xt+B], whereB < N . Thus, the interfer-
ence vectors due tox(n), · · · , x(n+m) are expressed as

d(n+i) = D̃iW̃
(L)
N,N+Gx(n+i), i = 0, 1, · · · , m, (7)

whereW̃
(L)
N,N+G is a submatrix ofW (L)

N,N+G containing only
the rows that correspond to the primary band, i.e., rows(t +
1)L through(t + B)L, andD̃i is a submatrix ofDi defined
as

D̃i = diag{e−2πjki(N+G)/NL}, k = (t + 1)L, . . . , (t + B)L.

In the proposed phase adjustment technique, the objec-
tive is to find the optimal rotation phase of the sym-
bols x(n), · · · , x(n+m) to minimize the total interference of
[x(n)† x(n+1)† · · · x(n+m)†]† to the primary user. Therefore,
using a least square minimization criterion, the optimal rota-
tion phase is calculated as

θopt = arg min
θ

‖d(n)+ejθ1d(n+1)+· · ·+ejθmd(n+m)‖2, (8)
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which is a least squares (LS) optimization problem in which
θopt = [θ1opt

· · · θmopt
]T is the set of optimal rotation phases

of the considered symbols. The LS problem expressed in (8)
can be reformulated as

aopt = argmin
a

‖d(n) + Pa‖2, (9)

s.t. |ai|2 = 1, i = 1, · · · , m,

where a = [ejθ1 , · · · ejθm ]T and P = [d(n+1) · · · d(n+m)].
Therefore,θi = arg(ai). The optimization problem defined
in (9) is a least squares problem with multiple equality
constraints.

For the special case ofm = 1, the problem specializes as

θopt = argmin
θ1

‖d(n) + ejθ1d(n+1)‖2, (10)

which is a single constraint LS minimization. Theorem 1 gives
the solution to this problem.

Theorem 1: Given two arbitrary complex vectorsd(n) and
d(n+1) of the same length,

θ = π − arg〈d(n), d(n+1)〉 (11)

minimizes‖d(n) + ejθd(n+1)‖2, where〈·, ·〉 denotes the com-
plex inner product. �

Proof: See Appendix A. �

Therefore, according to Theorem 1, in the case ofm = 1,
the optimal rotation phase in the phase adjustment technique
is simply found by calculating the inner product of the
interference vectors, which implies that the complexity isvery
low.

In order to solve the problem for the general case ofm > 1,
we propose three algorithms, namely, a block coordinate de-
scent (BCD) method, a greedy technique, and an opportunistic
co-phase technique. The performance of these methods are
evaluated in Section IV-A.

1) Block coordinate descent (BCD) method: The block
coordinate descent or nonlinear Gauss-Seidel method is a suit-
able and efficient method for solving optimization problems
where the cost function is continuously differentiable over the
constraint set [17], which is true for the optimization problem
defined in (9).

In the block coordinate descent method, the next iterate
θ

k+1 = [θk+1
1 , · · · , θk+1

m ]T is calculated according to the
iteration

θk+1
i = argmin

θi

‖d(n) + ejθk+1

1 d(n+1) + · · · + ejθk+1

i−1 d(n+i−1)

+ ejθid(n+i) + ejθk
i+1d(n+i+1) + · · · + ejθk

md(n+m)‖2,
(12)

which can be simplified as

θk+1
i = argmin

θi

‖d̂
(n)

+ ejθid(n+i)‖ (13)

whered̂
(n)

= d(n) + ejθk+1

1 d(n+1) + · · · + ejθk+1

i−1 d(n+i−1) +
ejθk

i+1d(n+i+1) + · · · + ejθk
md(n+m). Equation (13) is then a

single constraint LS minimization and has aunique solution
which is calculated using Theorem 1 as

θk+1
i = π − arg〈d̂(n)

, d(n+i)〉. (14)

Algorithm 1 : The Block Coordinate Descent Method for
the Single-antenna Case

Result: Heuristic approximationθ⋆ to the solution of (8).
Computed(n), d(n+1), · · · , d(n+m) from (7);
Initialize θ

0 = 0
for k = 1 to Num-Iterationsdo

for i = 1 to m do

d̂
(n,̄i)

= d(n)+ejθk
1 d(n+1)+· · ·+ejθk

i−1d(n+i−1)+
ejθk−1

i+1 d(n+i+1) + · · · + ejθk−1
m d(n+m),

θk
i = π − arg〈d̂(n,̄i)

, d(n+i)〉.

θ
⋆ = θ

Num−Iterations.

Furthermore, according to [17, proposition 2.7.1], every limit
point of the sequence{θk} generated by the BCD method is
a stationary point of the objective function in (8). Findinga
solution to (8) using the block coordinate descent method is
summarized in Algorithm 1.

2) Greedy technique: This technique is a simple and fast
technique for finding a suboptimal solution to (8). In the
greedy technique, elements of the suboptimal solutionθ

⋆ are
calculated via solving

θ⋆
i = argmin

θi

‖d(n) + ejθ⋆
1 d(n+1) + · · · + ejθ⋆

i−1d(n+i−1)

+ ejθid(n+i) + d(n+i+1) + · · · + d(n+m)‖2

= argmin
θi

‖d̂
(n)

+ ejθid(n+i)‖ (15)

where d̂
(n)

= d(n) + ejθ⋆
1 d(n+1) + · · · + ejθ⋆

i−1d(n+i−1) +
d(n+i+1) + · · · + d(n+m), and thus,

θ⋆
i = π − arg〈d̂(n)

, d(n+i)〉. (16)

The greedy technique is in fact one iteration of the BCD
method when initial phases are zero, and therefore, cannot
outperform the BCD technique. However, it is faster and has
less computational complexity.

3) Opportunistic co-phase technique: The technique is ini-
tially proposed in [18] to solve a problem of signal to interfer-
ence and noise ratio (SINR) maximization in a multiple-input
single-output (MISO) system. We exploit this technique here
to find a suboptimal rotation phase vector of OFDM symbols
to minimize the interference to the primary user.

Let {θi}, i = 1, · · · , P, be sets of candidate phase vectors
to be employed in (8), whereθi = [θi

1, · · · , θi
m]T andθi

j are
random phases each chosen independently and uniformly over
[0, 2π). By definingdi = d(n)+ejθi

1d(n+1)+· · ·+ejθi
md(n+m),

then,
î = argmin

i=1,··· ,P
‖di‖2, (17)

is the index of the phase vector that has the least interference
to the primary user, i.e.,θî is the algorithm’s approximation
of θopt. It is clear that by increasing the size of the phase set
P , better approximations toθopt are expected. Quantitative
evaluation of the technique is presented in Section IV-A.

It is also worth noting that in the phase adjustment technique
presented in this section, the phase rotation is the same forall
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subcarriers within one OFDM symbol. This allows the receiver
to consider the rotation as a part of the CPE. There are several
methods in the literature for estimating the CPE (see e.g. [14],
[15]). Hence, the transmitter doesn’t need to send explicitside
information along with data.

C. Performance Analysis

Based on the solutions provided in the previous section,
only for the case ofm = 1 there exists an analytical solution
to (8). Therefore, in this section, the performance of the phase
adjustment technique form = 1 is analyzed. Note that because
of the correlation structure of the interference vectorsd(n) and
d(n+1), as calculated in (22) and (23), the covariance matrices
Rn andRn+1 cannot be diagonalized simultaneously. Hence,
the performance analysis here is not a special case of that in
Section III-C.

For the analysis, we first define theimprovement factor as

ξ ,
E{‖d(n) + d(n+1)‖2}

E{minθ ‖d(n) + ejθd(n+1)‖2}
, (18)

whereE{·} represents the expectation operator.
Entries of the interference vectors are the superposition

of a relatively large number of sampled sidelobes of active
subcarriers in the OFDM symbol with different weights. Thus,
according to the central limit theorem, the interference vectors
are approximated asGaussian vectors. Assuming now that
d(n) and d(n+1) are Gaussian, letRn and Rn+1 denote
covariance matrices ofd(n) andd(n+1), respectively, i.e.,

Rn = E{d(n)d(n)†}
= W̃

(L)
N,N+GE{x(n)x(n)†}W̃ (L)†

N,N+G, (19)

and

Rn+1 = E{d(n+1)d(n+1)†}
= D̃1W̃

(L)
N,N+GE{x(n+1)x(n+1)†}W̃ (L)†

N,N+GD̃†
1 (20)

= D̃1RnD̃†
1, (21)

where (19) and (20) follow from (7). Using matrix diagonal-
ization, we have

Rn = UΣU †, (22)

Rn+1 = D̃1UΣU †D̃†
1, (23)

where Σ = diag(λi), i = 1, . . . , K, is the eigenvalues
matrix, K is the length of interference vectors, andU =
[u1 u2 . . . uK ] is the eigenvectors matrix ofRn which is
unitary sinceRn is Hermitian. Thus,d(n) andd(n+1) can be
expressed as

d(n) = Ua, (24)

d(n+1) = D̃1Ub, (25)

where ai and bi are i.i.d Gaussian random variables with
ai, bi ∼ CN (0, λi), i = 1, . . . , K. The following theorem
gives an upper bound on the improvement factorξ.

Theorem 2: The improvement factorξ, defined in (18), is
upperbounded as

ξ ≤
∑K

i=1 λi∑K
i=1 λi − [Tr(RnRn+1)]

1
2

, (26)

whereTr(·) denotes the matrix trace. �

Proof: See Appendix B. �

As Theorem 2 states, the upper bound depends only on
the covariance matrices of the interference vectors. Each
interference vector can be written as

d(n) =

Na∑

i=1

X
(n)
i si, (27)

in which Na is the number of active subcarriers,X
(n)
i is the

complex weight of theith subcarrier which we assume to be
a zero-mean random variable with varianceσ2

X = 1, and si

is the sampled tail of theith subcarrier in the primary band.
Therefore,

Rn =

Na∑

i=1

Na∑

j=1

(E{X(n)
i X

∗(n)
j }sis

†
j) =

Na∑

i=1

sis
†
i , (28)

where (28) follows from the fact thatX(n)
i s are i.i.d. and zero-

mean withσ2
X = 1. Therefore, the covariance matrix does not

depend on the data symbols and can be calculated separately.It
depends only on the location of active subcarriers or, in other
words, on the configuration of the primary user activity. In
Section IV, we numerically calculate the improvement factor
as well as the upper bound for different configurations of
primary activity and show that the derived upper bound is
relatively tight.

III. M ULTI -ANTENNA OFDM COGNITIVE TRANSMITTER

A. System and Signal Model

In this section, we consider a multi-antenna OFDM cogni-
tive transmitter. More specifically, it is assumed that the cog-
nitive transmitter employsM +1 antennas to send information
to the secondary receiver, and the secondary receiver has one
or more antennas. A primary user is also assumed to receive
the secondary signals and therefore is to be protected from the
secondary user’s interference, as shown in Fig. 3.

For the signals transmitted from each antenna, we assume
the same model as in Section II-A, except the index used to
denote the antenna from which the signal is being transmitted,
i.e.,

x(n)
i =

1

N
W †

N,N+GX(n)
i , i = 0, 1, · · · , M, (29)

and

X(n)
L,i =

1

N
W

(L)
N,N+GW †

N,N+GX(n)
i , i = 0, 1, · · · , M, (30)

whereX(n)
i andx(n)

i denote thenth OFDM symbol transmitted
from theith antenna in the frequency and time domain respec-
tively, andX(n)

L,i is the corresponding upsampled spectrum by

a factor ofL. Furthermore, we assume thatX(n)
0 , · · · , X(n)

M are
uncorrelated transmissions.
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Fig. 3. System model of a multiple-antenna cognitive system.

Similar to Section II-A, we assume that the primary user
occupies a bandwidth equivalent toB subcarriers among the
total N subcarriers of the OFDM cognitive system.

Furthermore, letHi, i = 0, · · · , M, be diagonal matri-
ces that denote the channel matrix containing the frequency
response in the primary band of the channel between the
ith secondary transmitter antenna and the primary receiver
antenna and these are assumed to be known to the cognitive
system. Thus,Hi, i = 0, · · · , M, are diagonal[(B − 1)L +
1] × [(B − 1)L + 1] matrices.

B. The Phase Adjustment Technique for Multi-antenna OFDM
Transmitter

For the multi-antenna cognitive transmitter case, to reduce
interference to the primary user, the phase of each OFDM sym-
bol is adjusted based on the symbols of the other transmitter
antennas.

According to the system model described in Section III-A,
the interference vector of thenth OFDM symbol due to the
ith antenna at the secondary transmitter is

d(n)
xi

=
1

N
W̃

(L)
N,N+GW †

N,N+GX(n)
i , i = 0, 1, · · · , M. (31)

In the multi-antenna case, since signals transmitted from
different antennas undergo different channels, it is important
to consider the effect of the channels and minimize the total
received interference power at the location of the primary
receiver. Otherwise, minimizing the interference before the
effect of the channel does not necessarily help to reduce the
interference to the primary user. This is in comparison to the
single-antenna case, where a reduction in the spectrum before
the channel always results in a reduction in the spectrum after
the channel.

Here, the total interference at the primary receiver is the sum
of the received interference spectrum due to each secondary
transmitter antenna. Therefore, the interference vector at the
primary receiver is

d(n) =

M∑

i=0

d(n)
yi

, (32)

where
d(n)

yi
= Hid

(n)
xi

, i = 0, · · · , M, (33)

is the interference vector at the primary receiver due to theith
secondary transmitter antenna.

Algorithm 2 : The Block Coordinate Descent Method for
the Multiple-antenna Case

Result: A heuristic approximationθ⋆ to the solution of
(34).

Computed(n)
y0

, d(n)
y1

, · · · , d(n)
yM

from (33) and (31);
Initialize θ

0 = 0
for k = 1 to Num-Iterationsdo

for i = 1 to M do

d̃
(n,̄i)

= d(n)
y0

+ ejθk
1 d(n)

y1
+ · · · + ejθk

i−1d(n)
yi−1

+

ejθk−1

i+1 d(n)
yi+1

+ · · · + ejθk−1

M d(n)
yM

,

θk
i = π − arg〈d̃(n,̄i)

, d(n)
yi

〉.

θ
⋆ = θ

Num−Iterations.

In the proposed phase rotation technique for the multiple-
antenna cognitive case, in order to reduce the interference
to the primary user, OFDM symbols transmitted from each
antenna of the secondary transmitter are rotated based on
the symbols of other antennas such that the total interference
power at the primary receiver is minimized. Thus, the optimal
rotation phase that minimizes the interference at the primary
receiver is computed as

θopt = arg min
θ

‖d(n)
y0

+ ejθ1d(n)
y1

+ · · · + ejθM d(n)
yM

‖2, (34)

where θopt = [θ1, · · · , θM ]T is the optimal rotation phase
of the transmitter antennas. Similar to Section II-B, the LS
minimization expressed in (34) can be reformulated as an
LS minimization with multiple equality constraints. Therefore,
to the best of our knowledge, no analytical solution for this
optimization problem is known in general that gives a closed
form expression.

However, for the special case ofM = 1, i.e. two transmitter
antennas, (34) specializes as

θopt = arg min
θ1

‖d(n)
y0

+ ejθ1d(n)
y1

‖2, (35)

and, according to Theorem 1,θopt is calculated as

θopt = π − arg〈d(n)
y0

, d(n)
y1

〉. (36)

Therefore, similar to Section II-B, the proposed techniquehas
low complexity in this case.

Since the minimization problem defined in (34) has the same
structure as (8), the three techniques proposed in Section II-B
can be used here to solve (34) in the general case ofM > 1.
Here we summarize these techniques in Algorithm 2, 3, and
4.

Moreover, similar to Section II-B, the proposed technique
does not need explicit side information to be sent along with
the data, since it can be absorbed as a part of channel effect
in the form of a common phase error.

In the following section, the improvement in interference
reduction achieved by the phase adjustment technique is
analytically investigated for the case ofM = 1, i.e. two
antennas, since only for this case an analytical solution exits.
Evaluation of other cases using the proposed techniques are
presented in Section IV-B.
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Algorithm 3 : The Greedy Technique for the Multiple-
antenna Case
Result: A heuristic approximationθ⋆ to the solution of

(34).
Computed(n)

y0
, d(n)

y1
, · · · , d(n)

yM
from (33) and (31);

for i = 1 to M do

d̃
(n)

=
d(n)

y0
+ejθ⋆

1 d(n)
y1

+ · · ·+ejθ⋆
i−1d(n)

yi−1
+d(n)

yi+1
+ · · ·+d(n)

yM
,

θ⋆
i = π − arg〈d̃(n)

, d(n)
yi

〉.

Algorithm 4 : The Opportunistic Co-phase Technique for
the Multiple-antenna Case

Result: A heuristic approximationθ⋆ to the solution of
(34).

Computed(n)
y0

, d(n)
y1

, · · · , d(n)
yM

from (33) and (31);
for k = 1 to P do

for l = 1 to M do
Generate randomθk

l ∼ U [0, 2π)

dk = d(n)
y0

+ ejθk
1 d(n)

y1
+ · · · + ejθk

M d(n)
yM

k̂ = argmink=1,··· ,P ‖dk‖2,

θ
⋆ = θ

k̂

C. Performance Analysis

The performance of the proposed phase rotation technique is
analyzed in this section. Note that the analysis here is different
than of the single-antenna case as now the interference vectors
have the same statistics, i.e. the corresponding covariance
matrices can be simultaneously diagonalized. This allows for
a stronger analysis of the performance of the proposed method
for the multi-antenna case. For analytical tractability, it is
assumed that the secondary transmitter employs two antennas
and the channels between the secondary transmitter antennas
and the primary receiver are flat fading channels, i.e.,

Hi = hiI, i = 0, 1, (37)

wherehi is the Rayleigh flat fading gain which we model by
a zero-mean unit-variance complex Gaussian random variable,
and I is the identity matrix. This assumption would be valid
when the delay spread of the channel is small, specifically
when there exists a line of sight between the transmitter
and the receiver. Frequency selective fading channels are
investigated numerically in the next section, where it is found
that the performance of the proposed scheme is in line with
the analytical predictions for flat fading channels.

In order to analyze the performance of the proposed tech-
nique in interference reduction, we use the improvement factor
defined in (18) for the multiple-antenna scenario, i.e.,

ξ ,
E{‖d(n)

y0
+ d(n)

y1
‖2}

E{minθ ‖d(n)
y0

+ ejθd(n)
y1

‖2}
. (38)

In the multi-antenna case, similar to the single-antenna case,
OFDM interference vectors at the secondary transmitter side

can be approximated ascorrelated Gaussian vectors according
to the central limit theorem. However, in this case, covariance
matrices of the interference vectorsd(n)

x0
andd(n)

x1
are the same

and expressed as

Rxi
= W̃

(L)
N,N+GE{x(n)

i x(n)†
i }W̃ (L)†

N,N+G, i = 0, 1. (39)

Therefore, the received interference vectors at the primary
receiver are also approximated as correlated Gaussian vectors
with covariance matrices

Ryi
= E{d(n)

yi
d(n)†

yi
} = |hi|2Rxi

, i = 0, 1. (40)

The following theorem gives an approximation of the im-
provement factor of OFDM interference vectorsd(n)

y0
andd(n)

y1
.

We use this approximation to obtain the improvement of the
proposed technique in interference reduction to the primary
user in Theorem 4.

Theorem 3: Assume thatRy0
(and Ry1

) have l < K
dominant eigenvalues, i.e.,

λ1 ≥ . . . ≥ λl ≫ λl+1 ≥ . . . λK , (41)

whereλi, i = 1, . . . , K, are eigenvalues ofRy0
(and Ry1

),
andK = (B−1)L+1 is the length of the interference vectors
d(n)

y0
andd(n)

y1
. Then,

E{‖d(n)
y0

+ d(n)
y1

‖2}
E{minθ ‖d(n)

y0
+ ejθd(n)

y1
‖2}

≈
E{‖d̃

(n)

y0
+ d̃

(n)

y1
‖2}

E{minθ ‖d̃
(n)

y0
+ ejθ d̃

(n)

y1
‖2}

,

(42)
where

d̃
(n)

yj
= [d̃j1, d̃j2, . . . , d̃jl]

T , j = 0, 1, (43)

and d̃0i ∼ CN (0, λi), d̃1i ∼ CN (0, |h1|
2

|h0|2
λi), i = 1, . . . l,

are independent complex Gaussian random variables. The
approximation in (42) becomes equality whenλl+1

λl
−→ 0.

�

Proof : See Appendix C. �

According to Theorem 3, the improvement factor of the
OFDM interference vectorsd(n)

y0
andd(n)

y1
can be approximated

as the improvement factor of complex Gaussian vectors of
length l with independent entries, wherel here is the number
of dominant eigenvalues of the covariance matricesRy0

and
Ry1

.
Now, in order to investigate the number of dominant eigen-

values ofRyi
, i = 0, 1, we define theeigenvalue ratio (ER)

as

ER(l) =

∑l
i=1 λi∑K
i=1 λi

. (44)

According to (28), the covariance matrices do not depend on
the data symbols and the ER can be calculated separately.
Indeed, the covariance matrices statistically depend onlyon
the configuration of detected primary user spectrum. Hence,
we run numerical simulations for different spectral opportunity
configurations to investigate the behavior of theER as a
function of l. The result is shown in Fig. 4 whereB is
the number of deactivated subcarriers due to the detected
primary user bandwidth. It is observed from Fig. 4 that for
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Fig. 4. The eigenvalue ratio (ER).

all configurations,

λ1 ≈ λ2 ≫ λ3 ≥ . . . ≥ λK , (45)

since ER(2) ≥ 0.85 (and in some configurationsER(2) ≥
0.95). In other words, it can be concluded thatRy0

and
Ry1

have l = 2 almost equal dominant eigenvalues. This is
intuitively true, because, due to the diminishing tail of active
subcarriers, most of the interference is produced by sidelobes
of the nearest subcarriers to the primary band, namely one
subcarrier on each side of the primary band.

Therefore, according to Theorem 3, the improvement factor
of the interference vectorsd(n)

y0
and d(n)

y1
is approximated as

the improvement factor of two i.i.d. complex Gaussian vectors
of length2 defined as

d̃0i ∼ CN (0, λ1), i = 1, 2, (46)

d̃1i ∼ CN (0,
|h1|2
|h0|2

λ1), i = 1, 2. (47)

In Theorem 4, we calculate the improvement factor of i.i.d.
complex Gaussian vectors.

Theorem 4: Let d̃
(n)

y0
and d̃

(n)

y1
be two zero-mean i.i.d.

complex Gaussian random vectors of lengthl with entries
d̃0i ∼ CN (0, λ1) and d̃1i ∼ CN (0, |h1|

2

|h0|2
λ1), i = 1, . . . , l.

Then,

E{‖d̃
(n)

y0
+ d̃

(n)

y1
‖2}

E{minθ ‖d̃
(n)

y0
+ ejθd̃

(n)

y1
‖2}

=
l[1 + |h1|

2

|h0|2
]

l[1 + |h1|2

|h0|2
] −√

π |h1|
|h0|

Γ(l+ 1
2
)

Γ(l)

,

(48)
whereΓ denotes the Gamma function. �

Proof: See Appendix D. �

According to Theorem 4, the improvement factor ofd̃
(n)

y0

andd̃
(n)

y1
depends on the length of the corresponding vectorsl

and the ratio of the channel gainsh0 andh1. Now, considering
(45) together with Theorem 3 and Theorem 4, the improve-
ment factor of the OFDM interference vectorsd(n)

y0
and d(n)

y1

will be

E{‖d(n)
y0

+ d(n)
y1

‖2}
E{minθ ‖d(n)

y0
+ ejθd(n)

y1
‖2}

≈
2(1 + |h1|

2

|h0|2
)

2(1 + |h1|2

|h0|2
) −√

π |h1|
|h0|

Γ(2.5)
Γ(2)
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Fig. 5. Comparison of the proposed techniques for finding theoptimal
adjustment phases in the single-antenna case wherem = 3.

∼=
1 + |h1|

2

|h0|2

1 + |h1|2

|h0|2
− 1.1781 |h1|

|h0|

(49)

which depends on the ratio of channel fading gainsh1 andh2.

IV. SIMULATION RESULTS

In this section, the performance of the proposed phase ro-
tation technique for single-antenna and multi-antenna OFDM
cognitive transmitters is investigated using numerical simu-
lations. In simulations, for both single-antenna and multi-
antenna cases, the cognitive systems employ OFDM signaling
with N = 256 subcarriers and the spectrum is upsampled by
a factor ofL = 8. A number of subcarriers corresponding to
the primary user bandwidth are deactivated and the remaining
are BPSK-modulated.

A. Single-antenna OFDM Cognitive Transmitter

Fig. 5 shows the performance of the three proposed tech-
niques in Section II-B form = 3. Here the primary user
bandwidth is assumed to be spread overB = 16 consecutive
subcarriers from subcarrier97 to 112. Also, for the BCD
method we have run the simulations for4 iterations. As can
be observed from the figure, the block coordinate descent
method has the best performance and reduces the interference
by almost 3 dB on average. Moreover, the gap between
the performance obtained using the BCD algorithm and the
optimal performance of brute-force algorithm is negligible.

In order to show the performance of the proposed methods
in reducing the spectrum at the primary band, the spectrum
of the transmitted OFDM symbols is depicted in Fig. 6 where
the spectrum of the plain OFDM signal is compared to the
phase adjusted OFDM form = 3.

The upper bound derived in Section II-C for the case of
m = 1 is also evaluated numerically under two different
primary activity configurations. In the first configuration,the
primary user band is spread over16 subcarriers that are located
from subcarrier121 to 136. We call this configuration 2-sided
OFDM. In the second configuration, the primary user’s band
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Fig. 6. Power spectrum of the phase adjusted OFDM signal transmitted from
a single-antenna cognitive transmitter wherem = 3; (a): optimal phases are
found using the BCD algorithm, (b): optimal phases are foundusing the
greedy technique.

TABLE II
THE IMPROVEMENT FACTOR AND UPPER BOUND FOR1-SIDED AND

2-SIDED OFDM SIGNALS

1-sided OFDM 2-sided OFDM
ξ (dB) 2.1 1.9

Upper bound(dB) 2.7 2.4

is located at one end of the total OFDM signal bandwidth
on the last8 subcarriers. We call this configuration 1-sided
OFDM. It can also be considered as out-of-band (OOB)
radiation mitigation for current OFDM systems. Table II shows
the improvement factors of the proposed technique for these
OFDM configurations obtained from numerical simulations
and the corresponding theoretical upper bounds. As can be
seen from Table II, the upper bounds are relatively tight.

B. Multi-antenna OFDM Cognitive Transmitter

In the multi-antenna case, we first use numerical simulations
to evaluate the analysis derived in Section III-C for the case
of M = 1, i.e. two secondary transmitter antennas. Here
the channels are Rayleigh fading, i.e.,|hi| and ∠hi have
Rayleigh and uniform distributions, respectively. In Fig.7,
the solid line shows the behavior of (49) vs.|h1|

|h0|
. Computer
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Fig. 7. Improvement of the proposed technique in interference reduction
for different channel gains ratios|h1|

|h0|
for the multi-antenna case with two

transmitter antennas.
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Fig. 8. Power spectrum of the phase adjusted OFDM signal transmitted from
a 4-antenna cognitive transmitter using the BCD and the greedy technique.

simulations are used to find the interference reduction obtained
by the proposed technique for different realizations of the
channel gainsh0 and h1. The numerical results are shown
in Fig. 7 as dots. In the simulations, the primary bandwidth
is assumed to be spread overB = 32 consecutive subcarriers.
As it can be seen in Fig. 7, numerical results approximately
agree with the analytical results for the improvement of the
proposed phase adjustment technique. The slight difference
between the analytical and numerical results is attributedto
the Gaussian assumption of the interference vectors, whichis
an approximation.

Fig. 8 illustrates the power spectral density of the received
OFDM signals transmitted from4 secondary antennas, i.e.
M = 3, at the primary receiver. Here the primary user band
is spread over16 subcarriers from subcarrier97 to 112. The
performance of the BCD algorithm with4 iterations and the
greedy technique is shown in the figure. It can be seen from
Fig. 8 that the proposed BCD algorithm for finding the optimal
rotation phases decreases the interference to the primary user
by up to6 dB.
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TABLE III
IMPROVEMENT OF THE PROPOSED TECHNIQUE FOR DIFFERENT CHANNEL

MODELS.

channel model RMS delay spread (µs) improvement (dB)
flat fading 0 3.23

SUI-1 0.111 3.12
SUI-3 0.264 2.84
SUI-4 1.257 2.62

Finally, Fig. 9 gives a comparison of the performance of
the proposed techniques for calculating the optimal rotation
phases in Section III-B for the case ofM = 3, i.e., 4
transmitter antennas. Here again4 iterations are used in the
BCD algorithm. Similar to the single-antenna case, the BCD
algorithm outperforms the other techniques and yields close
to optimal performance.

Frequency selective fading channels– The performance of
the proposed phase rotation technique is also investigatedun-
der frequency selective channels using numerical simulations
for a cognitive system with3 transmit antennas. In frequency
selective fading channels, each subcarrier in the OFDM sym-
bols undergoes different fading. In other words,Hi, i =
0, 1, 2, are diagonal matrices whose diagonal entries are not
necessarily equal. In computer simulations,Hi, i = 0, 1, 2,
are modeled by the SUI-4 channel model [19] which is a
tapped-delay-line model with3 taps, and is suitable for MIMO
broadband wireless applications. Moreover, the transmitter
antennas are assumed to be sufficiently spatially separated.
Therefore, the channels are generated independently. Here
the primary user occupies a bandwidth of16 subcarriers.
The power spectral density of the received OFDM signal at
the primary receiver is depicted in Fig. 10, which shows an
improvement of approximately6 dB in sidelobe reduction
using the BCD algorithm for finding the adjustment phases.

Furthermore, the performance of the proposed phase adjust-
ment technique for a2-antenna secondary transmitter using
different frequency selective channel models with different
delay spreads is investigated. For each channel model, the
median improvement over2000 realizations of the channels
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Fig. 10. Spectrum of the received OFDM signals transmitted from three
antennas with frequency selective fading channels. Adjustment phases are
calculated using the BCD algorithm.

is computed. The results are shown in Table III. It is observed
from Table III that for channels with different delay spreads,
the improvements are in approximate agreement with3.23
dB for flat fading channels. However, as the delay spread is
reduced, the performance improvement is better predicted by
that of the flat fading results.

V. CONCLUSION

A new technique to reduce the interference to the primary
users in single-antenna and multi-antenna transmitter OFDM
cognitive radios has been presented. In the single-antennacase,
the proposed phase-adjustment technique rotates all subcar-
riers of m consecutive OFDM symbols based on the prior
OFDM symbols, such that the entire interference is minimized.
In the multi-antenna case, transmitted symbols of one antenna
are rotated in the complex space such that the interference
to the primary receiver is minimized. The technique does not
suffer from existing drawbacks such as loss in useful data
rate, increase in BER, and high complexity. Moreover, the
performance of the technique is evaluated analytically forboth
single-antenna and multi-antenna OFDM cognitive systems
and verified by computer simulations.

APPENDIX A
PROOF OFTHEOREM 1

We can expand the right hand side of (8) as

argmin
θ

‖d(n) + ejθd(n+1)‖2

= arg min
θ

{‖d(n)‖2 + ‖d(n+1)‖2 + 〈d(n), d(n+1)〉ejθ

+ 〈d(n), d(n+1)〉e−jθ}
= arg min

θ
(2ℜ{〈d(n), d(n+1)〉ejθ}). (50)

The argument in (50) is minimized when
arg(〈d(n), d(n+1)〉ejθ) = π. Hence,

θ = π − arg〈d(n), d(n+1)〉 (51)
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APPENDIX B
PROOF OFTHEOREM 2

The numerator of the right hand side of (18) is expanded
as

E{‖d(n) + d(n+1)‖2} = E{‖d(n)‖2} + E{‖d(n+1)‖2} (52)

= 2

K∑

i=1

λi, (53)

where (52) follows from the fact thatd(n) and d(n+1) are
zero-mean and independent. Similarly, we can expand the
denominator of the right hand side of (18) as

E{min
θ

‖d(n) + ejθd(n+1)‖2}

= E{‖d(n)‖2 + ‖d(n+1)‖2 + min
θ

[2ℜ(ejθd(n)† d(n+1))]}

= E{‖d(n)‖2} + E{‖d(n+1)‖2} − 2E|d(n)† d(n+1)|, (54)

where (54) follows by choosing a properθ to minimize
ℜ(ejθd(n)† d(n+1)). Now, E|d(n)† d(n+1)| can be upper-
bounded as

[E|d(n)† d(n+1)|]2 ≤ E|d(n)† d(n+1)|2

= E|a†U †D̃1Ub|2

= E{Tr(a†U †D̃1Ubb†U †D̃†
1Ua)}

= E{Tr(Uaa†U †D̃1Ubb†U †D̃†
1)}

= Tr(UΣU †D̃1UΣU †D̃†
1)

= Tr(RnRn+1). (55)

Therefore, by applying (55) to (54), the upper bound is proved.

APPENDIX C
PROOF OFTHEOREM 3

The covariance matricesRy1
andRy2

are diagonalized as

Q†Ry0
Q = diag({λi}K

i=1), (56)

Q†Ry1
Q = diag({ |h1|2

|h0|2
λi}K

i=1), (57)

whereQ = [q1 q2 . . . qK ] is the eigenvector matrix ofRy1

andRy2
, and is unitary. Thus,d(n)

y0
andd(n)

y1
can be expressed

as

d(n)
yj

=

K∑

i=1

d̃ji qi, j = 0, 1, (58)

whered̃0i andd̃1i are independent Gaussian random variables
with d̃0i ∼ CN (0, λi), d̃1i ∼ CN (0, |h1|

2

|h0|2
λi), i = 1, . . .K.

Thus, the numerator on the left hand side of (42) can be written
as

E{‖d(n)
y0

+ d(n)
y1

‖2} = E{‖
K∑

i=1

d̃0i qi +

K∑

i=1

d̃1i qi‖2}

=

K∑

i=1

λi +

K∑

i=1

|h1|2
|h0|2

λi

≈ E{
l∑

i=1

(|d̃0i|2 + |d̃1i|2)}

= E{‖d̃
(n)

y0
+ d̃

(n)

y1
‖2}. (59)

Similarly, the denominator on the left hand side of (42) is
expanded as

E{min
θ

‖d(n)
y0

+ ejθd(n)
y1

‖2}

= E{min
θ

‖
K∑

i=1

d̃0i qi + ejθ
K∑

i=1

d̃1i qi‖2}

= E{
K∑

i=1

(|d̃0i|2 + |d̃1i|2) + min
θ

K∑

i=1

(ejθd̃∗0id̃1i + e−jθd̃0id̃
∗
1i)}

= E{
K∑

i=1

(|d̃0i|2 + |d̃1i|2) + 2 min
θ

[ℜ(

K∑

i=1

ejθd̃∗0id̃1i)]}

≈ E{
l∑

i=1

(|d̃0i|2 + |d̃1i|2) − 2|
l∑

i=1

d̃∗0id̃1i|}

= E{min
θ

‖d̃
(n)

y0
+ ejθd̃

(n)

y1
‖2}, (60)

and the proof is complete.

APPENDIX D
PROOF OFTHEOREM 4

The numerator of the left hand side of (48) is expanded as

E{‖d̃
(n)

y0
+ d̃

(n)

y1
‖2} = E{‖d̃

(n)

y0
‖2} + E{‖d̃

(n)

y1
‖2} (61)

= lλ1 + l
|h1|2
|h0|2

λ1, (62)

where (61) follows from the fact that̃d
(n)

y1
and d̃

(n)

y2
are zero-

mean and independent.
Similarly, we expand the denominator as

E{min
θ

‖d̃
(n)

y0
+ ejθd̃

(n)

y1
‖2}

= E{min
θ

[‖d̃
(n)

y0
‖2 + ‖d̃

(n)

y1
‖2 + ejθd̃

(n)†

y0
d̃

(n)

y1
+ e−jθd̃

(n)†

y1
d̃

(n)

y0
]}

= E{‖d̃
(n)

y0
‖2 + ‖d̃

(n)

y1
‖2 + min

θ
[2ℜ{ejθd̃

(n)†

y0
d̃

(n)

y1
}]} (63)

= E{‖d̃
(n)

y0
‖2} + E{‖d̃

(n)

y1
‖2} − 2E{|d̃(n)†

y0
d̃

(n)

y1
|}, (64)

where (64) follows by choosingθ to minimize the argument
inside (63).

Due to rotational symmetry of̃d
(n)

y0
and d̃

(n)

y1
, without loss

of generality, we may assume that the vectord̃
(n)

y0
is along the

first coordinatee1 of the l-dimensional complex space, i.e.,

d̃
(n)

y0
= ‖d̃

(n)

y0
‖e1. Therefore, (64) can be written as

E{‖d̃
(n)

y0
‖2} + E{‖d̃

(n)

y1
‖2} − 2E{‖d̃

(n)

y0
‖ |e†1d̃

(n)

y1
|}

= lλ1 + l
|h1|2
|h0|2

λ1 − 2E{‖d̃
(n)

y0
‖}E{|d̃11|} (65)

= lλ1 + l
|h1|2
|h0|2

λ1 −
(
√

2λ1

Γ(2l+1
2 )

Γ(l)

)
|h1|
|h0|

√
λ1

√
π

2
(66)

= lλ1 + l
|h1|2
|h0|2

λ1 −
√

π
√

λ1
|h1|
|h0|

√
λ1

Γ(l + 1
2 )

Γ(l)
(67)
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where d̃11 is the first coordinate of̃d
(n)

y1
and (65) follows

from independence of̃d
(n)

y0
and d̃

(n)

y1
. Also, since d̃

(n)

y0
and

d̃
(n)

y1
are i.i.d. complex Gaussian vectors,‖d̃

(n)

y0
‖/

√
λ1 is a chi-

distributed and|d̃11| is a Rayleigh random variable. Hence,
(66) follows, and the proof is complete.
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