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Abstract—Crowdsourced testing is an emerging trend in software testing, which relies on Crowd workers to accomplish test tasks. Typically, a crowdsourced testing task aims to detect as many bugs as possible within a limited budget. For a specific test task, not all crowd workers are qualified to perform it, and different test tasks require crowd workers to have different experiences, domain knowledge, etc. Choosing inappropriate workers may miss true bugs, introduce false bugs, or report duplicated bugs, while hiring them requires a nontrivial budget. Selecting inappropriate workers for a test task, not only decreases the quality of test outcomes but also increases the cost of hiring workers. Thus, how to select the appropriate crowd workers for specific test tasks is a challenge in crowdsourced testing.

This paper proposes a Multi-Objective crowd wOrker SElection approach (MOOSE), which includes three objectives: maximizing the coverage of test requirement, minimizing the cost, and maximizing bug-detection experience of the selected crowd workers. Specifically, MOOSE leverages NSGA-II, a widely used multi-objective evolutionary algorithm, to optimize the three objectives when selecting workers. We evaluate MOOSE on 42 test tasks (involve 844 crowd workers and 3,984 test reports) from one of the largest crowdsourced testing platforms in China, and the experimental results show MOOSE could improve the best baseline by 17% on average in bug detection rate.

I. INTRODUCTION

Crowdsourced testing is an emerging trend in software testing. In recent years, it has received much attention from the research community [15, 16], and there are many successful crowdsourced testing platforms in industry, e.g., uTest*, TestBirds2, and Pay4Bugs3. Different from traditional testing, crowdsourced testing entrusts test tasks to crowd workers, who are available on Internet and located in different places. A crowdsourced testing task aims at detecting as many bugs as possible, meanwhile the cost of hiring workers should be controlled within the limited budget.

In current practice, crowd workers search available test tasks themselves and perform any tasks they interested. Thus, test tasks are often performed by a random set of workers. However, for a specific test task, not all crowd workers are qualified to perform it, and different test tasks require crowd workers to have different experiences, domain knowledge, etc. Inappropriate workers may miss true bugs, introduce false bugs, or report duplicated bugs, while hiring them requires a nontrivial budget. Selecting inappropriate workers for a test task, not only decreases the quality of test outcomes but also increases the cost of hiring workers. Thus, how to select the appropriate crowd workers for specific test tasks is a challenge in crowdsourced testing [9, 19].

The ultimate purpose of crowd workers selection is to select as few workers as possible to detect as many bugs as possible. However, there is no ideal test criterion for this purpose, because the real bug detection information of a test task can only be available until the test task is finished. In this work, we leveraged three alternative criteria for selecting workers, which are critical in crowdsourced testing, i.e., the coverage of test requirement, bug-detection experience of the selected crowd workers, and the cost of the selected crowd workers.

Specifically, the coverage of test requirement assures all the test requirements should be tested by the workers with similar expertise. If some test requirements were missed, corresponding bugs might not be detected. This objective is measured using the percentage of terms in test requirement mentioned in workers’ historical reports. The bug-detection experience of the selected crowd workers assures more experienced workers should be selected to perform the test task, which is important in crowdsourced testing. This is because the experiences of workers are significantly varying and experienced workers are more likely to detect bugs [19]. We use the total number of bugs detected by the selected workers to measure this criterion. The cost of the selected crowd workers considers the limited budget of a specific test task. Specifically, the cost is the reward for workers, which is set as a constant for each worker performing the test task in most of crowdsourced testing platforms.

In this paper, we propose a Multi-Objective crowd wOrker SElection approach (MOOSE), which aims at selecting the appropriate crowd workers for specific test tasks by considering the above three criteria. MOOSE maximizes the coverage of test requirement, minimizes the cost, and maximizes bug-detection experience of the selected workers. It leverages a widely used multi-objective evolutionary algorithm, namely NSGA-II, to optimize the three objectives when selecting workers.

We evaluate MOOSE on an industrial dataset from Baidu
A. Crowdsourced Testing

The overall procedure of crowdsourced testing is shown in Figure 1. A task publisher provides a test task for crowdsourced testing, including the software under test and test requirements. Then crowd workers could sign in to perform the task, and are required to submit crowdsourced test reports after finishing the task. Finally, the task publisher needs to further inspect the submitted reports and verify whether it is a bug or not.

In current practice, crowd workers search and take proper test tasks all by themselves. However, such process might be ineffective for bug detection, because crowd workers would perform test tasks they are not good at for financial incentive. Consequently, inappropriate workers for a test task may miss true bugs, introduce false bugs, or report duplicated bugs, which could not only decrease the quality of test outcomes, but also increase the cost of hiring workers.

Intuitively, to mitigate the above issue in crowdsourced testing, an appropriate subset of workers should be selected for a specific test task. The selected workers can be recommended to the task publishers, who could then invite them to participate in the task. In addition, the selection results can also assist crowd workers to find proper test tasks so as to save their effort in searching tasks.

In crowdsourced testing, a test task is provided by a task publisher, which described with the natural language test requirements. A test report is the test outcome submitted by a crowd worker. It contains the natural language description about operation steps and test outcomes. Specifically, it is labeled by test engineers in the platform to indicate whether the report reveals a “bug”, or whether the report is “duplicate” with other reports. A crowd worker is a registered worker in the crowdsourced testing platform.

B. Multi-objective Optimization

The multi-objective optimization problem seeks to simultaneously optimize multiple objective functions. It can be defined as to find a vector of variable $x$, which optimizes a vector of $M$ objective functions $f_i(x)$, where $i = 1, 2, ..., M$.

The multiple objective functions are optimized using Pareto optimality [3], which is a strategy that supposed one player’s situation cannot be improved without making the other player’s situation worse. Specifically, a decision vector $x_1$ will dominate a decision vector $x_2$ if and only if their objective vectors $f_i(x_1)$ and $f_i(x_2)$ satisfy:

$$f_i(x_1) \geq f_i(x_2) \forall i \in 1, 2, ..., M \text{ and } \exists i \in 1, 2, ..., M | f_i(x_1) > f_i(x_2)$$

All decision vectors that are not dominated by any other decision vectors are called to form the Pareto optimal set, and the corresponding objective vectors are called the the Pareto frontiers.

III. MOOSE

We first present a definition of multi-objective crowd worker selection problem. Given a set of candidate workers $W$, a vector of $M$ objective functions $f_i$, where $i = 1, 2, ..., M$, the problem is to find a subset of workers $S$ that is a Pareto efficient set with respect to the objective functions.

To solve the problem, we propose a multi-objective worker selection approach (MOOSE), which maximizes the coverage of test requirement, minimizes the cost, and maximizes the bug-detection experience of the selected workers. Specifically, the cost is the inevitable constraint for worker selection, the other two objectives, i.e. the coverage of test requirement and the bug-detection experience of the selected workers, are critical criteria in crowdsourced testing. We use search-based method to solve the multi-objective optimization. Like other search-based software engineering tasks [4, 7, 10, 13, 20], MOOSE contains representation, fitness function, and computational search algorithm. It also contains a fourth part to illustrate how to handle multiple objectives.

A. Representation

Like other selection problems [4, 6, 14], we encode each worker as a binary variable. If the worker is selected, the value is one; otherwise, the value is zero. The solution is a vector of binary variables, which includes all the candidate workers in crowdsourced testing. The initial population is generated randomly, and the feasible solution would be selected when their values are positive for all objective functions.

B. Fitness

To evaluate the fitness of each solution, we employed a multi-objective function to simultaneously maximize the coverage of test requirement, the bug-detection experience of the selected workers, and minimize the cost.
1) Coverage of test requirement: Test requirement coverage is an important test criterion in software testing. In crowdsourced testing, to cover the test requirements, on the one hand, the selected workers should have similar expertise with the requirements; on the other hand, the workers should be different with each other, so as to cover different parts of the requirements. In this work, we use the conducted crowdsourced tasks and accomplished reports of a worker to represent his/her expertise. Therefore, we use the technical terms in one’s historical test reports to represent his expertise. The coverage of test requirement (TR) is measured by the percentage of all terms in the test requirement covered by the expertise of the selected workers. Note that, not all the natural language terms are meaningful for testing, we only use the technical terms obtained based on the method in Section IV-D. Formally, the coverage of test requirement is defined as follows.

\[
Coverage = \frac{\# \text{ unique terms of TR mentioned by workers}}{\# \text{ unique terms in TR}} \quad (1)
\]

2) Bug-detection experience of the selected workers: In crowdsourced testing, it often has a very distinguished situation that the experiences of crowd workers vary a lot. Some workers have detected many bugs. With the rich experience, they hardly miss true bugs during testing. While other workers are almost new and do not have much experience, which makes them easily miss true bugs, introduce false bugs, and report duplicate bugs. Thus, it is important to select the experienced workers to perform a specific test task. The bug-detection experience is measured as the total number of bugs the worker detected before. Since duplicated bugs detected by different workers are useless to the overall test outcomes, we use the number of unique bugs detected by a set of workers to represent their bug-detection experience.

3) Cost: The cost is an unavoidable objective in crowd worker selection, because the constraint of the cost must be considered when selecting workers in crowdsourced tasks. The straightforward cost in crowdsourced testing is the reward for workers. We suppose all the workers who participate in a test task are equally paid, which is a common practice in real-world crowdsourced testing platforms. The cost is measured as the total reward of the selected workers.

C. Computational Search

We employed a widely used evolutionary algorithm, namely NSGA-II, to simultaneously optimize the three objectives. NSGA-II is a genetic algorithm based optimization technique developed by Deb et al. [3], which is the state-of-the-art optimization technique and has already been widely used in other multi-objective optimization tasks [10].

D. Handling Multiple Objectives

In MOOSE, the three objectives are handled on orthogonal scales. Then we employed Pareto optimality: a solution \( x_1 \) is said to dominate another solution \( x_2 \), if \( x_1 \) is no worse than \( x_2 \) in all objectives and \( x_1 \) is strictly better than \( x_2 \) in at least one objective. According to Pareto optimality, we can search for the set of solutions which are non-dominating.

E. Running example

To make MOOSE more clear, we describe it using a running example. As shown in Table I, there are four candidate workers (i.e., \( w_1 \) to \( w_4 \)).

- The workers’ historical test reports and test requirements are pre-processed to extract the technical terms. Then for each test task, whether a technical term of test requirements is mentioned by a worker is encoded into a binary vector. For simplicity, we only use six terms as shown in Table I.
- The bug-detection experience of a worker is extracted and encoded into a binary vector. For simplicity, we only use four historical bugs as shown in Table I.
- The cost of selecting each worker is set to “1” and also encoded into a vector.
- The above three binary vectors of a worker are merged to make MOOSE more clear, we describe it using a running example. As shown in Table I, there are four candidate workers (i.e., \( w_1 \) to \( w_4 \)).

According to Pareto optimality, we can search for the set of solutions which are non-dominating.

<table>
<thead>
<tr>
<th>Task</th>
<th>( w_1 )</th>
<th>( w_2 )</th>
<th>( w_3 )</th>
<th>( w_4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>T2</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>T3</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>T4</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

TABLE I: Running Example.

E. Running example

To make MOOSE more clear, we describe it using a running example. As shown in Table I, there are four candidate workers (i.e., \( w_1 \) to \( w_4 \)).

- The workers’ historical test reports and test requirements are pre-processed to extract the technical terms. Then for each test task, whether a technical term of test requirements is mentioned by a worker is encoded into a binary vector. For simplicity, we only use six terms as shown in Table I.
- The bug-detection experience of a worker is extracted and encoded into a binary vector. For simplicity, we only use four historical bugs as shown in Table I.
- The cost of selecting each worker is set to “1” and also encoded into a vector.
- The above three binary vectors of a worker are merged to make MOOSE more clear, we describe it using a running example. As shown in Table I, there are four candidate workers (i.e., \( w_1 \) to \( w_4 \)).

In our running example, the solution \( \{w_1, w_2\} \) is dominant \( \{w_1, w_3\} \), because it has a better coverage, a better bug-detection experience, and equal cost.V Similarly, \( \{w_3\} \) is dominate all the solutions containing one worker, \( \{w_1, w_2\}, \{w_1, w_2, w_4\} \) are the best solutions for selecting two or three workers respectively.

IV. EMPIRICAL STUDY DESIGN

A. Research Questions

- RQ1: (Effectiveness of MOOSE) How effective is MOOSE in crowd worker selection?
- RQ2: (Necessity of the objectives) Look inside of MOOSE, is each of the three objectives necessary in MOOSE?
- RQ3: (Quality of Results) Do the results of MOOSE achieve high quality?

B. Evaluation Metric

In this work, bug detection data are used to evaluate the performance of our approach. Given a test task, we measure the performance of a worker selection approach according to whether it can select the “right” workers, who have performed this test task and detected true bugs.

Bug Detection Rate (BDR) is the percentage of bugs detected by the selected crowd workers in a test task out of all bugs historically detected in the same test task. Formally, given a set of selected workers, i.e., \( W \), and a test task, i.e., \( T \), the bug detection rate is defined as follows:

\[
BDR = \frac{\# \text{bugs detected by workers in } W}{\# \text{all bugs of } T} \quad (2)
\]
TABLE II: Statistics of the dataset used in this work.

<table>
<thead>
<tr>
<th>Statistic</th>
<th>Number</th>
</tr>
</thead>
<tbody>
<tr>
<td># of test tasks</td>
<td>42</td>
</tr>
<tr>
<td># of categories</td>
<td>13</td>
</tr>
<tr>
<td># of candidate workers</td>
<td>844</td>
</tr>
<tr>
<td># of test reports</td>
<td>3,984</td>
</tr>
<tr>
<td>average # of test reports per task</td>
<td>40</td>
</tr>
<tr>
<td>average # of bugs per task</td>
<td>25</td>
</tr>
</tbody>
</table>

Since a smaller subset is usually preferred in crowd worker selection due to the limited budget, we investigate the BDR when selecting from 1% to 50% of the total number of candidate workers for a test task.

C. Baselines

To evaluate the performance of MOOSE, we introduce three baselines. Random simulates the current practice in most crowdsourced testing platforms, where workers search test tasks to perform. It randomly selects workers from the candidate set of workers. We run Random for 10 times and record the best performance as its performance.

To further evaluate MOOSE, we also introduce two common ranking baselines, i.e., Bug Ranking and IR Ranking. Bug Ranking ranks all the candidate workers according to the number of historical bugs the worker detected before, and recommends the top workers. IR Ranking ranks all the candidate workers according to the textual similarity between the workers’ historical test reports and test requirement (Similarity is calculated using Euclidean distance between technical term vectors [18]), and recommends the top workers.

D. Baidu CrowdTest Dataset

We collected crowdsourced testing data from an industrial crowdsourced testing platform, namely Baidu CrowdTest. We collected the test tasks that are closed between Nov. 1st 2015 and Nov. 30th 2015. In total, there are 42 tasks covering 13 categories, such as utilities, lifestyle, finance, etc. For each test task, we manually collected all the detected true bugs of it. The detail statistics of data set are shown in Table II.

To process the dataset, we employed Natural Language Processing to extract a technical term vocabulary for measuring the coverage of test requirements in Section III-B1. Firstly, ICTCLAS is used for word segmentation, then stopwords are removed, and part-of-speech tags are conducted. Finally terms except verbs and nouns are removed. Filtering meaningless terms like existing work [15], we obtain a vocabulary of technical terms.

E. Experimental Setup

To evaluate MOOSE, following existing work [12], we use cross-validation in our experiments. We first randomly selected 70% test tasks as a training dataset and the remaining ones as the test dataset. To mitigate the randomness, the experiment is repeated 20 times, and we use the average BDR to evaluate MOOSE’s performance.

![Fig. 2: Comparison of MOOSE with different baseline approaches (RQ1).](http://jmetal.github.io/jMetal/)

**Fig. 2: Comparison of MOOSE with different baseline approaches (RQ1).**

For NSGA-II used in MOOSE, we used a random initial population of size 200, and we iterated the algorithm for 200,000 max evaluation, with single point crossover and bit-flip mutation. We set the max evaluation to 200,000, since extended number of evaluations does not show any noticeable improvement in performance. To take into account the inherent randomness of the algorithm, for each test task, we executed 20 independent runs of the algorithm. We implemented MOOSE based on jMetal, a widely used Java framework aiming at solving multi-objective optimization problems.

V. RESULTS

**RQ1: How effective is MOOSE in crowd worker selection?**

We first compare MOOSE with Random, which represents the current practice of worker selection in crowdsourced testing platforms. It can be easily observed from Figure 2 that MOOSE outperforms Random. Specifically, compared with Random, the BDR improvement ((MOOSE-Random)/Random) achieved by MOOSE is 158% (0.16 vs. 0.42) when selecting only 10% workers, and the BDR improvement is 48% (0.45 vs. 0.67) when selecting 30% workers. In addition, from selecting 1% to 50% workers, the average improvement of BDR is 58%.

Furthermore, MOOSE also outperforms both Bug Ranking and IR ranking, which are two commonly-used ranking methods. The average improvement of BDR for Bug Ranking is 17% and for IR Ranking is 25%. It can be found that Bug Ranking and IR Ranking largely outperform Random, and in some test tasks, they are close to MOOSE. They leverage the measurements that are also about the workers’ bug-detection experience and expertise, which implies these two criteria are really useful for selecting workers.

In addition, Table III shows the average BDR when selecting between 1% and 50% workers for each of the 42 test tasks. In most of test tasks (37/42, 88%), MOOSE achieves the best performance compared with the three baseline methods. In the rest test tasks, the performance of MOOSE is also relatively high.

For all experimental results reported above, we conduct Mann-Whitney U test, and the p-value is much smaller than
Table III: The detailed results of MOOSE and other compared methods.

<table>
<thead>
<tr>
<th></th>
<th>Random</th>
<th>Bug Rank</th>
<th>BR Rank</th>
<th>Bug+Cost</th>
<th>Cov+Cost</th>
<th>MOOSE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>BDR</td>
<td>BDR</td>
<td>BDR</td>
<td>BDR</td>
<td>BDR</td>
<td>BDR</td>
</tr>
<tr>
<td>T1</td>
<td>0.481</td>
<td>0.467</td>
<td>0.415</td>
<td>0.411</td>
<td>0.508</td>
<td>0.520</td>
</tr>
<tr>
<td>T2</td>
<td>0.718</td>
<td>0.546</td>
<td>0.478</td>
<td>0.474</td>
<td>0.357</td>
<td>0.354</td>
</tr>
<tr>
<td>T3</td>
<td>0.536</td>
<td>0.637</td>
<td>0.607</td>
<td>0.607</td>
<td>0.607</td>
<td>0.614</td>
</tr>
<tr>
<td>T4</td>
<td>0.518</td>
<td>0.501</td>
<td>0.786</td>
<td>0.809</td>
<td>0.823</td>
<td>0.823</td>
</tr>
<tr>
<td>T5</td>
<td>0.090</td>
<td>0.084</td>
<td>0.292</td>
<td>0.864</td>
<td>0.881</td>
<td>0.881</td>
</tr>
<tr>
<td>T6</td>
<td>0.093</td>
<td>0.173</td>
<td>0.381</td>
<td>0.699</td>
<td>0.763</td>
<td>0.763</td>
</tr>
<tr>
<td>T7</td>
<td>0.183</td>
<td>0.446</td>
<td>0.204</td>
<td>0.604</td>
<td>0.592</td>
<td>0.592</td>
</tr>
<tr>
<td>T8</td>
<td>0.249</td>
<td>0.559</td>
<td>0.501</td>
<td>0.501</td>
<td>0.501</td>
<td>0.501</td>
</tr>
<tr>
<td>T9</td>
<td>0.246</td>
<td>0.715</td>
<td>0.600</td>
<td>0.732</td>
<td>0.744</td>
<td>0.744</td>
</tr>
<tr>
<td>T10</td>
<td>0.159</td>
<td>0.633</td>
<td>0.185</td>
<td>0.304</td>
<td>0.612</td>
<td>0.612</td>
</tr>
<tr>
<td>T11</td>
<td>0.400</td>
<td>0.415</td>
<td>0.341</td>
<td>0.341</td>
<td>0.341</td>
<td>0.341</td>
</tr>
<tr>
<td>T12</td>
<td>0.056</td>
<td>0.708</td>
<td>0.313</td>
<td>0.708</td>
<td>0.708</td>
<td>0.708</td>
</tr>
<tr>
<td>T13</td>
<td>0.249</td>
<td>0.633</td>
<td>0.486</td>
<td>0.520</td>
<td>0.625</td>
<td>0.625</td>
</tr>
<tr>
<td>T14</td>
<td>0.000</td>
<td>0.508</td>
<td>0.576</td>
<td>0.630</td>
<td>0.659</td>
<td>0.659</td>
</tr>
<tr>
<td>T15</td>
<td>0.018</td>
<td>0.193</td>
<td>0.030</td>
<td>0.144</td>
<td>0.092</td>
<td>0.130</td>
</tr>
<tr>
<td>T16</td>
<td>0.000</td>
<td>0.014</td>
<td>0.007</td>
<td>0.144</td>
<td>0.092</td>
<td>0.130</td>
</tr>
<tr>
<td>T17</td>
<td>0.036</td>
<td>0.142</td>
<td>0.036</td>
<td>0.142</td>
<td>0.036</td>
<td>0.142</td>
</tr>
<tr>
<td>T18</td>
<td>0.351</td>
<td>0.487</td>
<td>0.616</td>
<td>0.898</td>
<td>0.990</td>
<td>0.990</td>
</tr>
<tr>
<td>T19</td>
<td>0.337</td>
<td>0.605</td>
<td>0.619</td>
<td>0.663</td>
<td>0.823</td>
<td>0.823</td>
</tr>
</tbody>
</table>

Fig. 3: Comparison between MOOSE and two bi-objective approaches: Bug+Cost and Cov+Cost (RQ2).

0.05. This further implies that MOOSE can significantly improve the three baselines.

In summary, MOOSE can significantly outperform the current practice in worker selection, as well as two commonly-used ranking methods. Therefore, MOOSE is effective for crowd worker selection.

RQ2: Is each of the three objectives necessary in MOOSE?

In crowd worker selection problem, the objective of cost is indispensable, which cannot be removed. Hence, we compare the performance of MOOSE when removing either of the other two objectives. We therefore design two bi-objective approaches: Bug+Cost (Bug experience of the selected workers+Cost) and Cov+Cost (Coverage of the test requirements+Cost).

We can easily see from Figure 3 that our MOOSE outperforms the two bi-objective approaches in terms of BDR. The average improvement of BDR for Bug+Cost is 9.7%, for Cov+Cost is 5.7%.

Table III also presents the average BDRs when selecting between 1% and 50% workers for each of the 42 test tasks. In most of test tasks (29/42, 69%), MOOSE is better than both of the bi-objective approaches. In the rest test tasks, the performance of MOOSE is also relatively high. For all these experimental results reported above, we conduct Mann-Whitney U test, and the p-value is much smaller than 0.05.

In summary, all the three objectives, which are the coverage of test requirement, bug-detection experience of the selected workers, and cost, are necessary in MOOSE.

RQ3: Do the results of MOOSE achieve high quality?

Since MOOSE is a search-based approach, which produces Pareto fronts. To evaluate the quality of Pareto fronts, existing studies in Search-based Software Engineering have applied quality indicators, such as Contribution (IC), Hypervolume (IHV), and Generational Distance (IGD) [17]. To illustrate the quality of an algorithm, these quality indicators compare the results of the algorithm with the reference Pareto front, which consists of best solutions. To assess the quality of results of MOOSE, we employed these three quality indicators. The set of non-dominated solutions found by MOOSE, Bug+Cost, and Cov+Cost are used as Reference Set (RS) [17].

IC is the proportion of solutions given by an algorithm that lie on the reference front. The higher this proportion, the more contribution the algorithm to the best solutions and the better the corresponding algorithm. IHV calculates the volume covered by members of a non-dominated set of solutions from an algorithm. The larger this volume, the better the corresponding algorithm. IGD computes the average distance between set of solutions from the algorithm and the reference set. The smaller this distance, the better the corresponding algorithm. Due to the limited space, for details about the three quality indicators, please refer to [17].

For MOOSE, we measure these three quality indicators for each test task, then the average values are obtained. The average IC of MOOSE is 0.89, the average IHV is 0.90, and the average IGD is 0.00. The results suggest that the results of MOOSE achieve high quality.

VI. THREATS TO VALIDITY

The threats to external validity concern the generality of this study. First, our experimental data consists of 42 test tasks collected from one of the largest crowdsourced testing platforms in China. The results of our study may not generalize beyond this environment where our experiments were conducted. However, we used different sizes and a variety of data to control this threat. Second, all crowdsourced reports investigated in this study are written in Chinese, and it is not guaranteed that similar results can be observed on crowdsourced projects in other languages. This threat, however, is alleviated as we did...
not conduct semantic comprehension, but instead we simply
tokenized sentences and used words as tokens for modeling.

The main threat to construct validity in this study involves
three objectives in multi-objective formulation. These three
objectives are designed from different test criteria: such as
the coverage of test requirements, bug detection experience of
the selected workers, and cost, but other objectives may also
contribute to bug detection in crowdsourced testing. Further
exploration of other objectives would address this threat.

VII. Related Work

Crowdsourced testing has been applied to generate test cases
[2], solve the oracle problem [11], help usability testing [8],
etc. All these studies use crowdsourced testing to solve the
problems in traditional software testing activities. There are
studies focusing on solving the new encountered problem in
crowdsourced testing, e.g., crowdsourced reports prioritization
[5] and crowdsourced reports classification [15, 16]. Our
approach is also to solve the new encountered and important
problem in crowdsourced testing.

The Search Based Software Engineering (SBSE) is an
increasingly trend in software engineering. In SBSE, many
software engineering problems are reformulated as search
problems, such as test case selection [4, 10, 20], and mutation
testing [7, 13].

There are several related researches focusing on selecting
workers for various software engineering tasks, such as bug
triage [6], mentor recommendation [1], expert recommenda-
tion [14], etc. All the aforementioned studies either select one
worker, or assume the selected set of workers are independent
with each other. However, our work selects a set of workers
who are dependent on each other, because their performance
can together influence the final test outcomes.

VIII. Conclusions

In this paper, we propose MOOSE for crowd worker selec-
tion, which maximizes the coverage of test requirement, min-
imizes the cost and maximizes the bug-detection experience of
the selected workers. We evaluate our approach on 42 test
tasks from one of the largest crowdsourced testing platforms in
China, and experimental results show that MOOSE is effective
in bug detection.

In the future, we plan to explore more test criteria that
may be helpful for worker selection in crowdsourced testing.
Collaborating with Baidu CrowdTest, we are on the way
to deploying MOOSE online in order to better evaluate its
performance in practice.
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