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Abstract— The problem of stabilizing a group of agents
in the plane to a stationary formation is analyzed. A local
control scheme is proposed to stabilize the agents to the
vertices of an equilateral polygon. The centroid of the agents
is stationary during the evolution. For three agents a full
stability analysis is performed: If three agents start in distinct
and non-collinear locations, they converge to the vertices of a
stationary equilateral triangle, while maintaining a stationary
centroid.

I. INTRODUCTION

There has been a considerable amount of work on
formation stabilization in the multi-agent systems litera-
ture. The two main types of formation stabilization that
are studied are stabilization to a moving formation, and
stabilization to a stationary formation. Much of the work
has been on stabilizing a group of agents (most commonly
unicycles) to a moving formation. For example, Justh and
Krishnaprasad [1] develop a control law to stabilize two
unicycles moving at constant speed to a common heading.
In [8] by Paley et al., the same problem is approached
by using potential functions to maintain spacing between
unicycles. Marshall et al. [5] create a control strategy based
on cyclic pursuit in which the unicycles can converge to
a circle formation. In formation the unicycles are moving
around the circle, equally spaced. In [11], [12] by Tanner
et al., moving formations are studied in the context of
flocking. The agents are modeled as double integrators
(i.e., the control input is the acceleration) and the stability
of a flocking control law is studied for both fixed and
dynamic communication topologies.

In the area of stabilization to a stationary formation
there are some interesting results. Sugihara and Suzuki
[10] propose a heuristic distributed algorithm to stabilize a
group of agents (modeled as point masses) to stationary
positions, equally spaced around a circle. Each agent
adjusts its position based on the position of the nearest
agent and the farthest agent. Through simulation, it is
shown that the agents form a rough approximation of a
circle. The formation stabilization problem has also been
studied using graph theory, as in, for example, [6], [7]. In
this work a formation is viewed as a rigid graph, where
the links on the graph represent the distance constraints
between agents. Problems such as determining the best
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way to split a large rigid formation into smaller rigid
formations are studied in this framework.

Another scheme for formation stabilization of point
masses is given by Lin et al. [3]. This scheme requires
that each agent be equipped with a compass, so that they
share a common direction. If the agents have this property
then a local control strategy can be designed to stabilize
to any stationary formation. In [4] this idea is extended to
unicycles.

In this paper we look at the problem of stabilizing a
group of agents to a stationary formation. We model the
agents as point masses, and we uniquely identify each of
the n agents with a number between 1 and n. The position
of the ith agent is given by the vector zi = (xi, yi) in R2.
The input to each agent is a velocity vector ui:

żi = ui.

The agents’ positions can also be represented as points in
the complex plane zi = xi + jyi, i = 1, . . . , n. The agents
are not equipped with a compass, and thus they do not
share a common heading (i.e., the agents are disoriented).
The fact that the agents are disoriented makes formation
stabilization significantly more complicated then when the
agents are oriented. The problem we address is to find
a local control strategy such that for each i, agent i is
stabilized to a distance b > 0 from agents i + 1 and i− 1.

The organization of the paper is as follows. In Section II
we briefly examine the strategy in [3] in order to contrast
with the present scheme. In Section III we introduce the
control strategy, which is based on the linear polygon
shortening scheme of [9], and analyze the system for n
agents. Finally, in Section IV we study the special case of
three agents and show that they stabilize to an equilateral
triangle.

II. FORMATION STABILIZATION WITH A COMPASS

Consider a strategy in which each agent pursues a
displacement of the next

żi = (zi+1 + di)− zi, i = 1, ..., n,

where the index i is evaluated modulo n and
∑n

i=1 di = 0.
In vector form, this can be written as ż = A1z + d, where
A1 = circ(−1, 1, 0, . . . , 0). A result from [3] is that the
centroid of z1(t), . . . , zn(t) is stationary, and there exists
a unique vector h orthogonal to kerA1 such that A1h +
d = 0. Every zi(t) converges to the stationary centroid
displaced by hi.



By appropriate choice of d, a group of agents can be
stabilized to a formation about their centroid. For example,
let

di = e2πij/n.

Notice that
∑n

i=1 di = 0 and therefore the centroid of the
n points is stationary. In equilibrium zi+1 − zi = e2πij/n.
Therefore, this stabilizes a group of agents to the vertices
of a regular polygon centered at the centroid. However,
notice that in order to implement this scheme, each agent
must be able to calculate the vector e2πij/n. This vector
resides in the global coordinate system, which in this case
is a global complex plane. Therefore, in order to implement
this scheme, each agent must agree on a real and imaginary
axis. Hence, each agent must be equipped with a compass.
In this paper, the agents are not equipped with compasses.
This makes the problem considerably more difficult.

III. LOCAL CONTROL SCHEME AND STABILITY
ANALYSIS

Consider a group of n agents, numbered from 1, . . . , n,
lying in the plane. The ith agents’ position is given by
(xi, yi), which we can represent in the complex plane as
zi = xi + jyi. We can view the group of agents as the
vertices of an n-gon by joining consecutive pairs of points
z1, z2, . . . , zn to create the sides z1z2, z2z3, . . . , znz1. In
this section we will introduce a control scheme for sta-
bilizing the agents to an equilateral n-gon and study the
stability of its equilibria.

A. The z dynamics

In order to stabilize a group of agents to an equilateral
polygon, consider the following control strategy:

żi = ui =
1
2
(zi+1 − zi)

(
1− b2

|zi+1 − zi|2
)

+
1
2
(zi−1 − zi)

(
1− b2

|zi−1 − zi|2
)

, i = 1, . . . , n,

(1)

where b is a positive constant. In this expression all indices
are evaluated modulo n (i.e., n + 1 = 1 and 0 = n).
To better understand the motivation behind this scheme,
consider the first term on the right-hand side of (1). If
|zi+1 − zi| > b then 1− b2/|zi+1 − zi|2 > 0 and thus the
agent moves towards zi+1. Similarly, if |zi+1 − zi| < b
then 1 − b2/|zi+1 − zi|2 < 0 and the agent moves away
from zi+1. Therefore, the effect of this term is to stabilize
zi to a distance b from zi+1. We add the second term to
the right hand-side of (1) (which stabilizes zi to a distance
b from zi−1) so that the centroid will remain stationary
throughout the evolution.

Notice that if b = 0 we simply have the linear polygon
shortening scheme of [9]. Also notice that the system is
undefined if |zi+1 − zi| = 0 for some i. Letting z ∈ Cn

denote the n × 1 vector of positions, (z1, . . . , zn), the
system (1) is defined on the set

T := {z ∈ Cn : |zi+1 − zi| > 0, ∀i}.

The system (1) has been chosen to stabilize to the con-
figuration |zi+1 − zi| = b, ∀i. However, it is difficult to
study the stability of this formation in the z dynamics,
since zi+1 and zi could be going off to infinity together,
and yet |zi+1 − zi| could be converging to b. Because of
this, we introduce the notation ei = zi+1−zi and study the
stability of the e dynamics with respect to the equilibrium
|ei| = b, ∀i. From this analysis we will be able to infer
the stability of the z dynamics.

B. The e dynamics

We introduce the notation

ei = zi+1 − zi.

Notice that by the definition of ei,
n∑

i=1

ei = 0. (2)

Let e ∈ Cn denote the n× 1 vector (e1, . . . , en), and let

circ(a0, a1, . . . , an−1) :=




a0 a1 · · · an−1

an−1 a0 · · · an−2

...
...

...
a1 a2 · · · a0




denote a circulant matrix. Then, by introducing the per-
mutation matrix P = circ(0, 1, 0, . . . , 0), and the matrix
A1 := P − I = circ(−1, 1, 0, . . . , 0), we have

e = A1z.

We can rewrite (1) in terms of e as

ui =
1
2
ei

(
1− b2

|ei|2
)
− 1

2
ei−1

(
1− b2

|ei−1|2
)

. (3)

We can also write the dynamics ėi = żi+1 − żi as

ėi =
1
2
ei+1

(
1− b2

|ei+1|2
)
− ei

(
1− b2

|ei|2
)

+
1
2
ei−1

(
1− b2

|ei−1|2
)

, i = 1, . . . , n. (4)

Notice that both (3) and (4) have a singularity if ei = 0
for some i, and thus (3) and (4) are defined on the set

S := {e ∈ Cn : |ei| > 0, ∀i}.
The topology of S is inherited from the topology of R2n.
The system (4) on the set S can be viewed as a completely
separate system from (1). If we impose condition (2) on
the ei’s and hence relate the system to (1), then (4) evolves
on the set S0 ⊂ S:

S0 := {e ∈ Cn : |ei| > 0, ∀i,
n∑

i=1

ei = 0}.

Note that with the relation e = A1z, e ∈ S0 if and only if
z ∈ T .



We can rewrite the equations (1) and (4) in vector form
as follows. First, we introduce the function φ : C\{0} → C

φ(s) =
1
2
s

(
1− b2

|s|2
)

. (5)

Using this function we can write (3) as

ui = φ(ei)− φ(ei−1). (6)

We can extend this function up to vectors by defining Φ :
S → Cn as

Φ(e) = (φ(e1), . . . , φ(en)).

Noting that −A1
T = circ(1, 0, . . . , 0,−1) we can write

(1) as
ż = −A1

T Φ(A1z) = −A1
T Φ(e). (7)

Finally, writing (4) as

ėi = φ(ei+1)− 2φ(ei) + φ(ei−1),

and using the fact that

−A1A1
T = circ(−2, 1, 0, . . . , 0, 1),

we can write the e dynamics as

ė = −A1A1
T Φ(e). (8)

Remark 1: In the development of (8) we have taken
ei as a point in the complex plane. However, we can
equivalently let ei be a vector in R2, and thus e ∈ R2n. The
set S can be written as S = {e ∈ R2n : ‖ei‖ > 0, ∀i}.
The function φ : R2 \ {0} → R2 is then defined as

φ(ei) = ei

(
1− b2

‖ei‖2
)

,

and Φ : S → R2n is defined as before. Finally, (8) becomes

ė = − (
A1A1

T ⊗ I2

)
Φ(e),

where ⊗ is the Kronecker product and I2 is the 2 × 2
identity matrix. J

This section proceeds in the following manner. We will
study the stability of the system (8) on the set S . From
this study we will be able to determine the stability of the
system (8) on S0. This is performed through an application
of LaSalle’s Theorem. In Lemmas 2 to 9 we will establish
the results required to apply LaSalle’s Theorem, and in
Theorem 11 we state the main result for the system (8).
From this result we will be able to infer the stability of
system (1) on the set T . This takes place in Theorem 13.

In order to perform a stability analysis of the system
(8) on the set S , we need to establish that S is open and
connected. We say that an open and connected set is a
domain [2].

Lemma 2: The set S is a domain.
Proof: It is clear that the set S is open. We will

show that S is path-connected, which implies that S is
connected. Consider a point e ∈ S . This point consists of
n complex numbers e1, . . . en, which satisfy ei 6= 0, ∀i.
That is, no component ei of e ∈ S , can lie at the origin of

the complex plane. Consider two arbitrary points p, p′ ∈
S. The set S is path-connected if there exists a function
σ(t) : [0, 1] 7→ S , such that σ(0) = p and σ(1) = p′.
Consider the ith component of p and p′:

pi := |pi|ejθi and p′i := |p′i|ejθ′i .

We would like to find a function σi(t) : [0, 1] 7→ C/{0},
such that σi(0) = pi and σi(1) = p′i. We can simply let
σi(t) be any smooth function that satisfies the boundary
conditions, and does not pass through the origin. For
example, σi(t) could be a function which rotates and scales
pi to p′i. Hence, letting σi(t) be any such function, and
defining σ(t) = [σ1(t), . . . , σn(t)], we obtain the result
that S is path-connected. This implies that S is connected.
A set which is open and connected is a domain.

In order to talk about a solution of the system (8), we
must ensure local existence and uniqueness of solutions.
A sufficient condition for this is that the right-hand side
(RHS) of (8) is locally Lipschitz on S. To show this we
must compute the Jacobian of the RHS. This is an instance
where the complex representation has its limitations. We
will therefore show this using e ∈ R2n as developed in
Remark 1.

Lemma 3: The right hand side of (8) is locally Lipschitz
on S .

Proof: From Remark 1, we can let e ∈ R2n and write
(8) as ė = − (

A1A1
T ⊗ I2

)
Φ(e) =: f(e). From Lemma

3.2 of Khalil [2], f is locally Lipschitz on S if f(e) and
∂f/∂e are continuous on S. Letting ei = (eix, eiy), we
can see that the function

φ(ei) = ei

(
1− b2

‖ei‖2
)

=
[
eix

eiy

](
1− b2

e2
ix + e2

iy

)

is continuous for all ‖ei‖ > 0 (i.e., on the set R2 \ {0}),
and thus f(e) is continuous on S . Therefore, it remains to
be shown that ∂f/∂e is continuous on S . We have

∂f

∂e
= − (

A1A1
T ⊗ I2

) ∂Φ
∂e

.

The matrix ∂Φ/∂e is a block diagonal matrix with the 2×2
blocks ∂φ(ei)/∂ei along the diagonal. By computing the
Jacobian ∂φ(ei)/∂ei, it can easily be verified that each
block is continuous on R2 \ {0}. Therefore, ∂Φ/∂e is
continuous on S which implies that ∂f/∂e is continuous
on S .
Note that at this point in the development we are not
saying that S is positively invariant with respect to the
dynamics (8). Later this will be shown to be true. In the
following three lemmas we will establish some properties
of the systems (1) and (8).

Lemma 4: Under the dynamics (8), if the trajectory e(t)
lies entirely in S , the centroid of e1, . . . , en is stationary.
In particular, if a trajectory contained in S starts in S0, it
remains in S0 for all time.

Proof: Defining the n × 1 vector of 1’s as 1, the
centroid of e1, . . . , en is given by

ẽ :=
1
n
1T e.



Fig. 1. The evolution of a triangle. The initial triangle is given by the
dashed line and the final triangle by the solid line. The stationary centroid
is denoted by the ∗.

From (8) we have

ė = −A1A1
T Φ(e).

Pre-multiplying this by 1T we have

n ˙̃e = −1T A1A1
T Φ(e) = −1T (P − I)A1

T Φ(e)

= −(1T P − 1T )A1
T Φ(e).

But, 1 is an eigenvector of PT with eigenvalue 1, so
PT 1 = 1 and thus 1T P − 1T = 0. Therefore ˙̃e = 0,
and the centroid of the ei’s is stationary.

Consider a trajectory e(t) ∈ S , ∀t ≥ 0. If e(0) ∈ S0 then
by the definition of S0, 1T e(0) = 0. Since the centroid is
stationary, 1T e(t) = 0 and thus e(t) ∈ S0, ∀t.

Similarly, the centroid of the z dynamics is stationary.
Lemma 5: Under the dynamics (1), if the trajectory z(t)

lies entirely in T , the centroid of z1, . . . , zn is stationary.
Proof: The centroid of the n points is given by z̃ :=

1
n1T z. From (7) we have ż = −A1

T Φ(e). Pre-multiplying
this by 1T we have

n ˙̃z = −1T A1
T Φ(e) = −1T (P − I)T Φ(e)

= −(1T PT − 1T )Φ(e) = 0,

since 1T PT = 1T . Therefore ˙̃z = 0, and the centroid of
the n points is stationary.
In Figure 1 the evolution of a triangle is shown. Notice
that the centroid is stationary and the triangle evolves to
an equilateral triangle.

Lemma 6: Consider a trajectory e(t) of (8) which lies
entirely in S . If the components e1, . . . , en are collinear
at some time t1, then they are collinear for all t < t1 and
t > t1.

Proof: Let x := <{e} ∈ Rn. If the points e1, . . . , en

are all collinear at t1, then we can rotate the coordinate
system such that they all lie on the imaginary axis. Then
x(t1) = 0. Therefore, defining the function ψ(x) = x, and
the set

L := {x ∈ Rn : ψ(x) = 0},

we have x(t1) ∈ L. Notice that ∂ψ/∂x = In, where In is
the n × n identity matrix. Therefore, if Lẋψ(x(t1)) = 0
for all x(t1) ∈ L, then L is an invariant set. We have

Lẋψ(x) =
∂ψ

∂x
ẋ = ẋ.

From (8) we have ẋ = −A1A1
T<{Φ(e)}. However, notice

that from (5) we can write φ(ei) = eik(ei) where

k(ei) :=
1
2

(
1− b2

|ei|2
)
∈ R.

Therefore, defining K(e) = diag(k(e1), . . . , k(en)) we
have Φ(e) = K(e)e and thus <{Φ(e)} = K(e)x. Hence

Lẋψ(x(t1)) = −A1A1
T K(e)x(t1) = 0,

since x(t1) = 0. This implies that L is an invariant set
and if the points are collinear at some time t1, they are
collinear for all time.
Note that this implies that the same collinearity property
holds for the z dynamics. In the following lemma we prove
two properties of φ which will be useful for the upcoming
analysis.

Lemma 7: The function φ : C \ {0} → C

φ(s) =
1
2
s

(
1− b2

|s|2
)

,

has the following properties:
(i) φ(s) = 0 if and only if |s| = b, and

(ii) the restriction of φ to R+ is one-to-one.
Proof: To show (i), we have φ(s) = 0 if and only if

|φ(s)| = 0. Hence

|φ(s)| = 1
2

∣∣∣∣s
(

1− b2

|s|2
)∣∣∣∣ =

1
2
|s|

∣∣∣∣1−
b2

|s|2
∣∣∣∣ = 0.

Since |s| > 0 we have

|φ(s)| = 0 ⇔ 1− b2

|s|2 = 0 ⇔ |s| = b.

For (ii), let q be a positive real number. Then

φ(q) =
1
2

(
q − b2

q

)
.

Taking the derivative of φ(q) with respect to q we obtain

dφ

dq
=

1
2

+
b2

2q2
> 0, ∀q ∈ R+.

Therefore φ is monotonically increasing on R+ which
implies that the restriction of φ to R+ is one-to-one.
In general, the function φ is not one-to-one. For example,
let s1 = b/

√
2 and s2 = −b

√
2. Then φ(s1) = φ(s2) =

−b/
√

2.
We will now characterize the equilibria of the system (8)

on the set S . To keep the notation compact we introduce
the set

I := {1, 2, . . . , n}.



We also introduce the unit vector notation

êi :=
ei

|ei| . (9)

Lemma 8: The equilibria of the system (8) on the set S
are given by

E : = {e ∈ S : Φ(e) ∈ kerA1
T }

= {e ∈ S : φ(ei) = φ(ej), ∀i, j ∈ I}.
Proof: From (8), at equilibrium we have

A1A1
T Φ(e) = 0.

Pre-multiplying both sides by Φ(e)T we have that

Φ(e)T A1A
T
1 Φ(e) = 0 ⇒ ‖AT

1 Φ(e)‖2 = 0.

Therefore, in equilibrium, Φ(e) ∈ kerA1
T . Since A1

T =
circ(−1, 0, . . . , 0, 1), this implies that all components of
Φ(e) are equal.
Now we will characterize the equilibria of (8) on the set
S0 ⊂ S .

Lemma 9: Let e ∈ S0 be an equilibrium of (8). If the
components e1, . . . , en are not all collinear, then e lies in
the set

E1 := {e ∈ S0 : |ei| = b, ∀i}.
If the components are collinear, then e lies in

E2 :=
{

e ∈ S0 : ei = ej or ei = −ej
b2

|ej |2 , ∀i, j ∈ I
}

.

Proof: From Lemma 8, at equilibrium all components
of Φ(e) are equal. If Φ(e) = 0, then φ(ei) = 0, ∀i, which
from Lemma 7 implies that |ei| = b, ∀i.

If Φ(e) 6= 0, then φ(ei) must take the same nonzero
value in the complex plane for every i. That is,

φ(ei) = φ(ej) ∀i, j ∈ I. (10)

From (9), we can write this as

êiφ(|ei|) = êjφ(|ej |), ∀i, j ∈ I, (11)

and so ei and ej must be collinear, for all i, j ∈ I. For
simplicity, rotate the coordinate system so that ei points
along the positive real axis. Then we have êi = 1 and êj =
±1, where the sign depends on ej’s orientation relative to
ei. Therefore, from (11) we have φ(|ei|) = ±φ(|ej |).

If êj = 1 then φ(|ei|) = φ(|ej |). From Lemma 7, this is
satisfied only if |ei| = |ej |. Combining this with the fact
that êi = êj we obtain that (10) is satisfied if ei = ej .

The other option is that êj = −1, in which case
φ(|ei|) = −φ(|ej |), and thus

|ei| − b2

|ei| = −
(
|ej | − b2

|ej |
)

.

Solving this we obtain |ei||ej | = b2. Combining this with
the fact that êi = −êj we obtain ei = −ejb

2/|ej |2.
So the equilibria fall into two categories. If the points

are not all collinear then they lie in the set

E1 := {e ∈ S0 : |ei| = b, ∀i}.

1

3 2

4
e1

e2

e3

e4

Fig. 2. An equilibrium for n = 4 which is in both E1 and E2. Here
the points are collinear and |ei| = b, ∀i.

e1 e2 e3 e4

e5

1 2 3 4 5

(a) collinear: |e1|, |e2|, |e3|, |e4| = b/
√

6, |e5| =
5|e1|.

e1

e2

e3 e4

e5

1 23 4 5

(b) collinear: |e1|, |e3|, |e4| = b(2/3)1/2,
|e2|, |e5| = b(3/2)1/2

e1

e2

e3
e4

e5

1 2

3

4

5

(c) non-collinear: |ei| = b, ∀i.

Fig. 3. Example equilibrium formations for n = 5 agents.

If they are collinear, they lie in the set

E2 :=
{

e ∈ S0 : ei = ej or ei = −ej
b2

|ej |2 , ∀i, j ∈ I
}

.

Notice that if e ∈ S0, ei = ej cannot be satisfied for all
i, j ∈ I, for if it were then e1 = e2 = · · · = en, and∑n

i=1 ei = ne1 6= 0, which implies that e /∈ S0. Also, the
sets E1 and E2 are not disjoint if n is even. If an even
number of points are in equilibrium and are non-collinear,
they must lie in E1. However, if they are collinear, they
can lie in both E1 and E2. An example is shown in Figure
2. Figure 3 shows three possible equilibrium formations
for n = 5 agents on the set S0. In Figures 3(a) and 3(b),
e ∈ E2, and in Figure 3(c) we have e ∈ E1.

With these preliminary results in place, we will now
introduce two functions which will be used in the applica-
tion of LaSalle’s Theorem. First we introduce the function
g : R+ → R:

g(q) =
q2

2
− b2 ln(q)− C, (12)

where C = b2/2− b2 ln(b). Using this function we define
the continuously differentiable function V : S → R:

V (e) :=
n∑

i=1

g(|ei|). (13)



0 1 2 3 4 5 6
0

2

4

6

8

10

12

q

g(
q)

Fig. 4. The function g(q) with b = 2. Notice that g(b) = 0 is the
minimum of the function.

Taking the derivative of g(q) with respect to q we obtain:

dg

dq
= q − b2

q
= 2φ(q). (14)

From Lemma 7 we have that φ(q) is monotonically in-
creasing and φ(q) = 0 if and only if q = b. Therefore
g(q) takes its minimum at g(b) = 0, as shown in Figure
4. This implies that V (e) ≥ 0 with V (e) = 0 if and only
if |ei| = b, ∀i. A plot of the level sets of V for n = 2 is
shown in the |e1|, |e2| space in Figure 5.

Lemma 10: If the derivative of V (e) is taken with
respect to the dynamics (8), then V̇ ≤ 0 on S , with V̇ = 0
if and only if e ∈ E (where E is defined in Lemma 8).

Proof: Taking the Lie derivative of V in (13) we have

V̇ =
n∑

i=1

dg

dei

dei

dt
=

n∑

i=1

dg

d|ei|
d|ei|
dei

dei

dt

=
n∑

i=1

dg(|ei|)
d|ei|

d|ei|
dt

.

It can be verified that
d

dt
|ei| = d

dt
〈ei, ei〉1/2 =

1
|ei|<{〈ei, ėi〉} = <{〈êi, ėi〉}.

From (14) we also have that

dg(|ei|)
d|ei| = 2φ(|ei|).

Therefore, we can write V̇ as

V̇ = 2
n∑

i=1

φ(|ei|)<{〈êi, ėi〉} = 2
n∑

i=1

<{〈φ(|ei|)êi, ėi〉}.

However, using the fact that φ(|ei|)êi = φ(ei), we can
write this as

V̇ = 2
n∑

i=1

<{〈φ(ei), ėi〉} = 2<{〈Φ(e), ė〉}.

From (8) this becomes

V̇ = −2<{〈Φ(e), A1A1
T Φ(e)〉}

= −2<{Φ(e)T A1A1
T Φ(e)} = −2‖A1

T Φ(e)‖2 ≤ 0.
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Fig. 5. A few level sets of the function V . In this plot b = 2 and so as
V decreases, the level sets approach |e1| = |e2| = b.

Therefore, V̇ ≤ 0 on S , with equality if and only if Φ(e) ∈
kerA1

T . That is, V̇ = 0 if and only if e ∈ E (where E is
defined in Lemma 8).

We say that a trajectory e(t) approaches a set M as
t →∞ if

lim
t→∞

dist(e(t),M) = 0,

where
dist(e(t),M) = inf

v∈M
‖e(t)− v‖.

Theorem 11: Consider the system (8). For any initial
condition e(0) ∈ S , the solution e(t) approaches E
(defined in Lemma 8) as t →∞. Moreover, for any initial
condition e(0) ∈ S0, e(t) → E1 ∪ E2 (defined in Lemma
9) as t →∞.

Proof: From (12) we have

g(|ei|) = |ei|2/2− b2 ln(|ei|)− C,

and thus

lim
|ei|→∞

g(|ei|) = ∞, and lim
|ei|→0

g(|ei|) = ∞.

Therefore, from the definition of V in (13),

lim
‖e‖→∞

V (e) = ∞,

implying that V (e) is radially unbounded, and

lim
e→Cn\S

V (e) = ∞,

implying that V (e) is proper. We define the set

Ωc = {e ∈ Cn : V (e) ≤ c}, c > 0.

Since V (e) is radially unbounded, Ωc is compact, for all
c > 0. Also, since V (e) is proper, no level set of V (e)
contains a point in Cn\S (i.e., no level set of V (e) contains
a singularity). Hence, Ωc ⊂ S , for all c. Finally, since
V̇ ≤ 0 on S , we have that Ωc is positively invariant with
respect to the dynamics (8).

Therefore, we have a dynamical system (8) which is
locally Lipschitz (Lemma 3) on the domain S (Lemma



2). We have a set Ωc ⊂ S which is compact and
positively invariant with respect to (8). Finally, we have
a continuously differentiable function V : S → R such
that V̇ ≤ 0 on Ωc. The set of all points in S where V̇ = 0
is given by

E = {e ∈ S : Φ(e) ∈ kerA1
T }.

From Lemma 8, E is an invariant set under (8). Therefore,
By LaSalle’s Theorem (see Theorem 4.4 of [2]), for every
initial condition e(0) ∈ Ωc, the solution e(t) of (8)
approaches E ∩ Ωc as t →∞. In addition, for any initial
condition e(0) ∈ S , we can choose c such that e(0) ∈ Ωc.
Therefore, for every e(0) ∈ S , e(t) → E as t →∞.

If e(0) ∈ S0 then by Lemma 4, e(t) ∈ S0, ∀t > 0.
Therefore, e(t) must converge to a point in the set S0 ∩E
as t →∞. From Lemma 9, S0∩E = E1∪E2. Therefore,
for every e(0) ∈ S0, e(t) → E1 ∪ E2 as t →∞.
From this theorem we have determined that the sets S
and S0 are positively invariant under the dynamics (8).
Therefore, a trajectory which starts in one of these sets is
contained in that set for all time.

Corollary 12: Let e(t) be a trajectory of (8). If e(0) is
in S0, and its components e1(0), . . . , en(0) are collinear,
then e(t) → E2 as t →∞.

Proof: From Theorem 11 we have that if e(0) ∈ S0,
e(t) → E1 ∪ E2 as t → ∞. From Lemma 9 the collinear
equilibria on the set S0 are given by E2. Also, from
Lemma 6, if e1, . . . , en are collinear at some time, they
are collinear for all time. Therefore, if e(0) ∈ S0 and
e1(0), . . . , en(0) are collinear, then e(t) → E2 as t →∞.

In the previous corollary we have shown that if the ei’s start
collinear, then e(t) converges to a collinear equilibrium.
Unfortunately, if the points start non-collinear, we have
not determined whether they will converge to a collinear
or non-collinear equilibrium.

Theorem 13: Let z(t) be a trajectory of (7). If z(0) is
in T , then:

(i) z(t) converges to a stationary equilibrium,
(ii) if the components of z(0) are non-collinear, then in

the limit as t → ∞, |zi+1 − zi| = b, ∀i, or the
components are collinear,

(iii) if the components of z(0) are collinear, they remain
collinear.
Proof: If z(0) ∈ T , then e(0) = A1z(0) ∈ S0. From

Theorem 11 we have that e(t) → E1 ∪E2 as t →∞. On
the set E1 ∪ E2, Φ(e) ∈ kerA1

T . From (7) we have that
ż = −A1

T Φ(e), and so on E1 ∪ E2, ż = 0. Therefore,
z(t) converges to a stationary equilibrium.

Since e(t) → E1 ∪ E2 as t → ∞, either |ei| → b, ∀i,
which implies |zi+1 − zi| → b, ∀i, or e(t) → E2 which
implies that z(t) converges to a collinear equilibrium.

Finally, if z1, . . . , zn are collinear, then e1, . . . , en are
collinear. By Corollary 12, e(t) converges to a collinear
equilibrium point, which implies that z(t) converges to a
collinear equilibrium.

Fig. 6. The evolution of a ten-sided polygon. The initial polygon is
given by the dashed line, and the final polygon by the solid line. The
length of each side converges to the value b.

In Figure 6 the evolution of a ten sided polygon is
shown. The length of each side of the polygon converges
to the value b.

IV. SPECIAL CASE OF A TRIANGLE

In simulation it appears that if the points start non-
collinear, they converge to a non-collinear equilibrium.
However, through the prior analysis we have not been able
to show this for n agents. In this section we will prove it
for three agents. To do this we will begin by determining
the equilibria of the e dynamics on the set S0 for three
agents.

Lemma 14: For n = 3, the collinear equilibria of (8) on
the set S0 are given by C1 ∪ C2 ∪ C3, where

Ck :=
{

e ∈ C3 : |ek| = b/
√

2, ek = ek−1,

ek+1 = −2ek} , k = 1, 2, 3.
Proof: From Lemma 6, the collinear equilibria on the

set S0 are given by

E2 :=
{

e ∈ S0 : ei = ej or ei = −ej
b2

|ej |2 , ∀i, j ∈ I
}

With n = 3, we have that e ∈ E2 if
∑3

i=1 ei = 0, and for
each i,

(i) ei = ei−1, or
(ii) ei = −ei−1

b2

|ei−1|2 .
To determine the equilibria we introduce the index k ∈
{1, 2, 3}. Notice that (i) cannot be satisfied for both i = k
and i = k + 1 for if it were, then ek−1 = ek = ek+1 and
so either

∑3
i=1 ei 6= 0, or ei = 0 ∀i, both of which imply

that e /∈ S0. Therefore, we have three possible equilibria
cases:
Case 1: (i) is satisfied for i = k, (ii) is satisfied for i =

k + 1.
Case 2: (i) is satisfied for i = k + 1, (ii) is satisfied for

i = k.
Case 3: (ii) is satisfied for i = k and i = k + 1.



e1e2

e3

Fig. 7. Three agents in collinear equilibrium with |e1| = |e2| = b/
√

2,
|e3| = 2|e1|.

First consider Case 1. From (i) we have ek = ek−1.
Substituting this into (2) we have ek+1 = −2ek. From
(ii) we have

ek+1 = −ek
b2

|ek|2 ,

which, when combined with ek+1 = −2ek, gives |ek| =
b/
√

2. Therefore, from Case 1 we obtain

|ek| = b√
2
, ek = ek−1, ek+1 = −2ek.

Case 2 is similar. From (i) we have ek+1 = ek and
thus from (2), ek−1 = −2ek. Setting i = k in (ii) and
combining that with ek−1 = −2ek we obtain |ek| = b/

√
2.

Therefore, from Case 2 we obtain

|ek| = b√
2
, ek+1 = ek, ek−1 = −2ek.

Finally, from Case 3 we have

ek = −ek−1
b2

|ek−1|2 and ek+1 = −ek
b2

|ek|2 . (15)

From this we have êk = −êk−1 and êk+1 = −êk which
implies that êk−1 = êk+1. Taking the magnitude of the ex-
pressions in (15) we obtain |ek||ek−1| = b2 = |ek+1||ek|,
and thus |ek−1| = |ek+1|. Therefore, ek−1 = ek+1. From
(2), we obtain ek = −2ek−1. Combining this with (15) we
have |ek−1| = b/

√
2. Therefore, from Case 3 we obtain

|ek−1| = b√
2
, ek+1 = ek−1, ek = −2ek−1.

Notice that the equilibria obtained from the three cases
are simply cyclic index shifts of each other. Therefore, the
collinear equilibria of the system for n = 3 are given by

Ck :=
{

e ∈ C3 : |ek| = b/
√

2, ek = ek−1,

ek+1 = −2ek} , k = 1, 2, 3.

In Figure 7 an equilibrium for n = 3 agents is shown. It
is interesting to note that Ck ∩Ck+1 = ∅, ∀k. This can be
seen by noting that in equilibrium the magnitudes of the
ei’s satisfy

|ek−1| = |ek| = b√
2
, |ek+1| =

√
2b.

For Ck ∩ Ck+1 to be nonempty, we require that b/
√

2 =√
2b, which is satisfied only if b = 0.
We would like to show that if the points start non-

collinear, the converge to a non-collinear equilibrium point.
To do this we require a known result in planar geometry.

Lemma 15: Consider a simple n-sided polygon lying
in the complex plane whose vertices, z1, . . . , zn, are
numbered counterclockwise around the polygon. The area
inclosed by the polygon is given by

A =
1
2

n∑

i=1

={〈zi, zi+1〉}.
Because of system (8)’s nonlinear circulant structure,

the dynamics of the system are invariant under an index
shift. To see this consider the shift ě := Pe where P is the
permutation matrix. From (8), we have ė = −A1A1

T Φ(e).
Hence

˙̌e = P ė = −PA1A1
T Φ(P−1ě).

But Φ(P−1ě) = (φ(ěn), φ(ě1), . . . , φ(ěn−1)) =
P−1Φ(ě) = PT Φ(ě), where the last step comes from the
fact that P−1 = PT . Therefore,

˙̌e = −PA1A1
T PT Φ(ě) = −(AT

1 PT PA1)T Φ(ě)

= −(AT
1 A1)T Φ(ě) = −A1A1

T Φ(ě).

Therefore, if e(t) evolves according to (8) then ě(t) also
evolves according to (8). Also, notice that if e ∈ C1 then
ě = Pe ∈ C2 and P 2ě ∈ C3. Hence, by studying the
stability of, say C2, we are studying the stability of all
three collinear equilibrium sets. By exploiting this fact,
and using the two previous lemmas, we are now able to
prove the main result of this section.

Theorem 16: Let e(t) be a trajectory of (8) starting
in S0 (and thus always lying in S0). If the components
e1, e2, e3 of e start non-collinear, then the components of
limt→∞ e(t) are not collinear.

Proof: Since e(0) ∈ S0, from Theorem 11, e(t) →
E1 ∪E2 as t →∞. For n = 3, the collinear equilibria are
given by E2 := C1∪C2∪C3. Since e1(0), e2(0), e3(0) are
non-collinear, by Lemma 6, they are non-collinear for all
time. Assume by way of contradiction that e(t) → C1 ∪
C2 ∪ C3 as t → ∞. Because of the circulant structure
of (8), this is equivalent to assuming that e(t) → C2 as
t →∞, where

C2 =
{

e ∈ C3 : |e1| = b√
2
, e2 = e1, e3 = −2e2

}
.

We can write e(t) = A1z(t), where z(t) ∈ T . Since
the ei’s are non-collinear, the zi’s are also non-collinear.
Therefore, the zi’s define the vertices of a triangle as shown
in Figure 8. We assume without loss of generality that the
vertices are initially numbered counterclockwise around
the triangle. This implies that that they are numbered
counterclockwise for all time; otherwise the vertices would
become collinear at some finite time, a contradiction by
Lemma 6. From Lemma 15, we can write the area of the
triangle as a function of time as

A(t) =
1
2

3∑

i=1

={〈zi(t), zi+1(t)〉}.

Since we have assumed that e(t) → C2 as t →∞, it must
also be that A(t) → 0 as t → ∞. Also, since the points
are non-collinear for all time, A(t) > 0, ∀t.



Evaluating the time derivative of A, and using the fact
that for u, v ∈ Cn, ={〈u, v〉} = −={〈v, u〉}, we obtain

Ȧ =
1
2

3∑

i=1

={〈ui, zi+1〉+ 〈zi, ui+1〉}

= −1
2

3∑

i=1

={〈zi+1, ui〉 − 〈zi−1, ui〉}

= −1
2

3∑

i=1

={〈zi+1 − zi−1, ui〉}.

However, notice that for n = 3, zi+1 − zi−1 = −ei+1.
Therefore, we have

Ȧ =
1
2

3∑

i=1

={〈ei+1, ui〉}.

From (6) we have ui = φ(ei) − φ(ei−1) = φ(|ei|)êi −
φ(|ei−1|)êi−1. Substituting this in we obtain

Ȧ =
1
2

3∑

i=1

={φ(|ei|)〈ei+1, êi〉 − φ(|ei−1|)〈ei+1, êi−1〉} .

In order to simplify the presentation we let φi := φ(|ei|).
Introducing this notation we can write Ȧ as

Ȧ =
1
2

3∑

i=1

={φi|ei+1|〈êi+1, êi〉 − φi−1|ei+1|〈êi+1, êi−1〉} .

Expanding this expression we get

Ȧ =
1
2
={φ1|e2|〈ê2, ê1〉 − φ3|e2|〈ê2, ê3〉+ φ2|e3|〈ê3, ê2〉

− φ1|e3|〈ê3, ê1〉+ φ3|e1|〈ê1, ê3〉 − φ2|e1|〈ê1, ê2〉} .

Collecting inner products we obtain

Ȧ = −1
2
={(φ1|e2|+ φ2|e1|)〈ê1, ê2〉

+(φ3|e2|+ φ2|e3|)〈ê2, ê3〉+ (φ1|e3|+ φ3|e1|)〈ê3, ê1〉} .

Let us define the function:

Hi := ={(zi−1 − zi)(zi+1 − zi)} = ρi−1ρi sin(βi),

where βi is the counterclockwise internal angle from the
side zizi+1 to the side zi−1zi of a polygon. We can write
={〈êi−1, êi〉} in terms of this function as:

={〈êi−1, êi〉} =
1

|ei−1||ei|={(zi − zi−1)(zi+1 − zi)}

= − 1
ρi−1ρi

={(zi − zi−1)(zi+1 − zi)}

=
1

ρi−1ρi
={(zi−1 − zi)(zi+1 − zi)}

=
1

ρi−1ρi
Hi = sin(βi).

The angles are shown in Figure 8. Using this, and the fact

e1
e2

e3

β1

β2

β3

Fig. 8. The triangle for sufficiently large t, showing the three internal
angles.

that sin(β2) = sin(π−β1−β3) = sin(β1 +β3) we obtain:

Ȧ = −1
2

((φ1|e2|+ φ2|e1|) sin(β1 + β3)

+(φ3|e2|+ φ2|e3|) sin(β3) + (φ1|e3|+ φ3|e1|) sin(β1)) .

To simplify the following presentation we introduce µ :=
b/
√

2. Multiplying Ȧ by 2, and dividing by µβ3 > 0 we
obtain

2
µβ3

Ȧ = − 1
µ

(
(φ1|e2|+ φ2|e1|) sin(β1 + β3)

β3

+ (φ3|e2|+ φ2|e3|) sin(β3)
β3

+ +(φ1|e3|+ φ3|e1|) sin(β1)
β3

)
. (16)

As t →∞, e(t) → C2. From the definition of C2 we have
that,

lim
t→∞

|e1| = µ, lim
t→∞

|e2| = µ, lim
t→∞

|e3| = 2µ. (17)

This implies that

lim
t→∞

φ1 = φ(µ) = −µ, lim
t→∞

φ2 = φ(µ) = −µ,

lim
t→∞

φ3 = φ(2µ) = µ.
(18)

Also from C2, as t →∞, ê1(t) → ê2(t) → −ê3(t), which
implies that β1(t), β3(t) → 0. Finally, since |e1(t)| →
|e2(t)| as t →∞, it follows that the triangle is becoming
an isosceles triangle and thus β1(t) → β3(t) → 0 (that
is, β1 and β3 approach each other as they approach zero).
Therefore, we also have the limits

lim
t→∞

sin(β3)
β3

= 1, lim
t→∞

sin(β1)
β3

= 1,

lim
t→∞

sin(β1 + β3)
β3

= 2.

(19)

Taking the limit of (16) as t → ∞, and using the
expressions in (17), (18), and (19) we obtain

lim
t→∞

2
µβ3

Ȧ = − 1
µ
{(−µµ− µµ)(2) + (µµ− µ(2µ))(1)

+ (−µ(2µ) + µµ)(1)} = 6µ > 0.

This implies that as t → ∞, Ȧ(t) ↓ 0. Therefore, there
exists a time t1 such that, Ȧ(t) > 0, ∀t ≥ t1. But, A(t1) >
0, and thus

A(t) =
∫ t

t1

Ȧ(s)ds + A(t1) > A(t1), ∀t > t1,

a contradiction with our assumption that e(t) → C2 as
t → ∞ (and thus A(t) → 0). Therefore, e(t) does not



Fig. 9. The evolution of a triangle. The initial triangle is given by the
dashed line and the final triangle by the solid line. The stationary centroid
is denoted by the ∗.

converge to C2. This implies that Pe(t) does not converge
to C3 and P 2e(t) does not converge to C1. Thus, e(t) does
not converge to a collinear equilibrium point.

Corollary 17: Let e(t) be a trajectory of (8) starting in
S0. If the components, e1, e2, e3, of e start non-collinear,
then e(t) → E1 as t →∞.

Proof: From Theorem 11 we know that for every
e(0) ∈ S0, e(t) converges to the equilibrium set E1∪E2. In
Theorem 16 we have shown that e(t) does not converge to
the set of collinear equilibria E2 = C1∪C2∪C3. Therefore
e(t) → E1 as t →∞.

Theorem 18: Let z1(0), z2(0), z3(0) be distinct,
non-collinear points. Under the dynamics of (1),
z1(t), z2(t), z3(t) converge to a stationary equilateral
triangle with side length equal to b. In addition, their
centroid is stationary throughout the evolution.

Proof: Since the points are initially distinct, from
Theorem 13, they converge to a stationary equilibrium.
Also, since z ∈ T , this implies that e = A1z ∈ S0. Since
z1, z2, z3 start non-collinear, e1, e2, e3 are also initially
non-collinear. Therefore, from Corollary 17, |ei| → b,
∀i as t → ∞. This implies that |zi+1 − zi| → b, ∀i as
t → ∞. Therefore, z1, z2, z3 converge to the vertices of
an equilateral triangle, with side length b. From Lemma 4
the centroid of the three points is stationary.
The evolution of a triangle is shown in Figure 9. Even
when the vertices start close to being collinear, they
converge to an equilateral triangle.

V. CONCLUSIONS

In this paper a local control scheme was proposed
to stabilize the agents to the vertices of an equilateral
polygon. The centroid of the agents is stationary during
the evolution. For n agents, we have shown that the
agents converge either to the desired formation, or to a
collinear equilibrium. In simulation, if the points start non-
collinear, they converge to a non-collinear equilibrium.
However, this could not be determined from our analysis.

For three agents, a full stability analysis was performed. If
three agents start distinct and non-collinear, they converge
to the vertices of a stationary equilateral triangle, while
maintaining a stationary centroid.
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