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Abstract— Advances in computing hardware, communica-
tions technologies, and novel multimedia applications are
spurring the development of smart phones and personal digital
assistants. There is world-wide accessibility to 2G, 3G, and Wi-
Fi networks. Some examples of well-known wireless handheld
devices are BlackBerry, iPhone, iPad, iPod, and Kindle. On
the one hand, small size and light weight are their attractive
features for high mobility and accessibility. On the other
hand, the same features impose significant constraints on their
processing, memory, and energy storage capabilities, thereby
limiting the device’s general functionalities and availabilty. User
expectations in terms of performance from handheld devices
are ever increasing. In addition to performance expectations,
the requirement of portability imposes severe constraints on
sizeand weight of a handheld system. Consequently, batteries
too are small and light, and, therefore, the system energy
budget is severely limited. The amount of energy in a fully
charged battery is one of the important resources of a handheld
system, and battery lifetime is an important characteristic.
Unfortunately, improvements in energy density of batteries
have not kept pace with the advancements in microelectronics
technology.

Therefore, researchers have proposed novel architectures,
strategies, methodologies, and techniques to make handheld
devices energy efficient. In this paper, we study the results
published in about 200 reserach papers to have a comprehensive
understanding of the various approaches to make handheld
devices energy efficient. We present our study in the form of 15
cohesive sections that include the following topics: related sur-
veys, smart batteries, energy-efficient graphical user interface
design, the concept of a sleep state for an operating system,
power efficient communication, proxy assisted energy saving,
source-level power control, transport control protocol based
energy saving, upper-level power management, virtual memory
on the network, programming and compilation techniques, inte-
grated power management, energy estimation models, impacts
of dynamic power management (DPM) strategies, and future
directions in energy saving.

I. I NTRODUCTION

The past decade has witnessed tremendous growth in the
popularity of the Internet and wireless handheld devices. For
wireless Internet access, there is almost universal coverage
with 2G, 3G, and Wi-Fi networks. The commonly used
handheld devices are smart phones and PDAs (personal
digital assistants), with Internet browing capability. Some
of the popular ones areiPAQ, BlackBerry, iPhone, iPod,
iPad, andKindle. Application specific handheld devices, such
as iPod for music andKindle for electronic book reading,
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are gaining much popularity. The recently releasediPad
falls in between a smart phone and a laptop, in terms of
functionalities, processing capabilities, and mobility,while
supporting thousands of third-party developed applications.

Today’s handheld devices come with a number of wireless
interfaces, namely, 2G, 3G, Wi-Fi, and Bluetooth, for a
variety of applications. The 3G interface is used outdoor,
whereas the Wi-Fi interface is for indoor applications. The
Bluetooth interface is for shortrange communications be-
tween a handheld device and another personal device. Wi-
Fi networks support high data rates in small regions, with
limited mobility, whereas 3G networks support lower data
rates in wide regions and with high mobility.

Handheld devices have been offering faster processors,
more memory, multiple radio interfaces, and powerful oper-
ating systems (OS), and, consequently, heavier applications.
Moreover, specialized operating systems have been devel-
oped for handheld devices. Microsoft’sWindows Mobile,
Google’s Android, and LiMo (Linux Mobile) are example
operating systems designed for mobile devices. Some popular
applications on mobile devices are voice calls, email access,
Internet browsing, video games, and video playing.

With advances in microelectronics, there is every effort,
subject to size constraint, to make a handheld device appear
like a laptop computer in terms of application delivery. In
addition to performance expectations, the requirement of
portability imposes severe constraints on thesizeandweight
of a handheld system. Portable devices commonly run on
rechargeable batteries to support user mobility. Thesmall size
andlight weightrequirements of a handheld device imply that
its battery be proportionately small in volume. Consequently,
the system energy budget is severely limited [5]. A battery
must be charged before its remaining energy falls below a
threshold level to keep the device running. Battery charging
limits the mobility of users and the usability of the device.
The full charge of a battery is one of the key resources, and
battery lifetime is an important characteristic of handheld de-
vices [39]. While computing and communication capabilities
of handheld devices have increased by orders-of-magnitude
in the past two decades, battery energy density has only
tripled in the same period of time [2].

Therefore, hardware and software designers have adopted
a variety of methodologies and techniques to reduce the
amount of energy drawn from the battery. These method-
ologies and techniques include low-power electronics, smart



batteries [3] to report their state of charge (SoC) [4] to
operating systems and applications, power-saving modes of
operation of processors, wireless network interface cards,
and displays, efficient algorithm design and implementations,
and efficient graphical user interface (GUI) design. The
concepts of proxies between servers and handheld devices
and source level (i.e. server level) media stream control
have been introduced to make handheld devices energy
efficient. Researchers have worked on TCP-based energy
saving in handheld devices. A number of techniques have
been introduced at the application level to save energy. In
order to run applications on handheld devices with virtual
memory requirements, energy efficient network-based swap-
ping has been proposed. At the coding and compilation level,
techniques have been developed to reduce the energy cost
of programs. Finally, system models have been developed
to predict the energy cost of applications. In this paper,
we review the main research results published along those
directions.

We remind the reader that our focus is on handheld
wireless devices and not individual sensors. We do
recognize that much work have been done in routing
message in sensor networks to make sensors energy efficient
[64]. However, we will exclude those results from this
paper. Similarly, we will exclude the techniques for energy
saving in wall-powered personal computers [75]. We have
organized this paper on a section-by-section basis as follows:

Section II. Related Surveys: In this section, we will discuss
the scopes of four survey papers that have appeared in the
literature over the past ten years, without going into their
details, in order to avoid overlaps. Readers with specific
interest in the subject matters of those surveys may refer
to those papers for additional details.
Section III. Smart Batteries: Smart batteries play a key role
in making applications adaptive to the amount of energy left
in the battery, that is its SoC, and its present rate of energy
draining. We discuss the idea of smart batteries in Section
III.
Section IV. Energy-Efficient GUI Design: In this section
we summarize the strategies and techniques that have been
developed to make displays, user interactions, and graphical
user interfaces (GUI) energy efficient. We will provide an
understanding of human-computer interactions and a process
for predicting user interaction time and energy.
Section V. Sleep to Save Energy:The architectural details
of adding asleepstate to a processor and the concept of
wake-on-wirelesshave been discussed in Section V. The
former concept is useful in saving energy while applications
are idle, while the latter saves energy in the communication
module of a hand-held device.
Section VI. Power Efficient Communication: In this sec-
tion we summarize the power saving mode of the IEEE
802.11 series of medium access control (MAC) protocols,
newly proposed power saving techniques for IEEE 802.11
based hand-held devices, MAC-level download scheduling

by Access Points (AP), and power management in WiMAX
subscriber stations.
Section VII. Proxy Assisted Energy Saving: A proxy
machine is a computing system located between user devices
and their servers on the Internet. A proxy can enable a
handhald device to save energy in a number of ways, for
example: reduce the volume of contents to be downloaded
by user devices and make downloaded data traffic bursty so
that the intervals between bursts are long enough for devices
to put their communication interfaces to sleep state. The
capabilities of aTransforming Proxy, an HTTP-levelPower
Aware Web Proxy, a Power Aware Streaming Proxy, and
a Streaming Audio Proxyto enable hand-held devices and
laptops to save energy have been explained in this section.
Section VIII. Source-level Power Control: In this section
we summarize the energy saving techniques applied at the
source level, that is by the media servers. Examples of server-
based techniques are: (i) traffic shaping to enable a user
device to put its communication interface to sleep state;
and (ii) resolution control of video frames. These techniques
do not involve any proxy between the media servers and
handheld devices.
Section IX. TCP Based Energy Saving:The Transmis-
sion Control Protocol (TCP) is widely used in web-based
applications to transport data between clients and servers
in a reliable manner. TCP-related energy efficieny of hand-
held devices are categorized into two groups: computational
energy cost of TCP and TCP-assisted controlling the wireless
network interface card (WNIC) for energy saving. In Section
IX, we review the computational energy cost of TCP, TCP-
based state control of WNIC, and the concept of a power
saving transport protocol.
Section X. Upper-level Power Management:A num-
ber of techniques have been studied at the application-
level to achieve energy efficiency in hand-held devices.
Those are data compression and download scheduling at
the application-level and computation offloading. In the first
approach, the decompression tasks on a client device are
appropriately interleaved with downloading activies to maxi-
mize energy saving. In the computation offloading approach,
some computation-intensive tasks are migrated from a user
device to a server. Details of those approaches and their
energy saving potentials are discussed in Section X.
Section XI. Virtual Memory on the Network: In hand-held
devices, storage memory is small or absent due to weight,
size, and power constraints. In Section XI, we discuss the
efficacy of implementing a network-based virtual memory
system for handheld devices.
Section XII. Programming and Compilation Techniques:
In this section we discuss a number of coding and com-
pilation techniques to reduce the energy cost of executing
a program. In addition, we provide the overview of an
architecture for energy-aware programming.
Section XIII. Integrated Power Management:Power man-
agement has been studied both at component level and
high level. In additional, several solutions for energy effi-



ciency have been proposed at variouscomputationallevels,
namely, cache and external memory access optimization,
dynamic voltage scaling, dynamic power management for
disk and network interfaces, efficient compilers, and appli-
cation/middleware adaptations. Some integrated approaches
combining the energy saving potentials of multiple tech-
niques have been summarized in Section XIII.
Section XIV. Energy Estimation Models: Energy con-
strained devices should be able to estimate the energy cost
of an application to be executed. The capability to estimate
the energy cost of an application can be utilized to make
subsequent decision about its activities based on user input
and sustainable battery life. Therefore, there is a need for
robust energy cost models. In Section XIV, we discusslow-
level energy modeling, high-level energy modeling, system-
level energy modeling, andcharacterization of applications.
Section XV. Impact of DPM Strategies: In general, a
DPM component is expected to raise the energy-related
quality attributes of the system without impacting the systems
original functionality. In other words, there is a need to verify
that the added component does not interfere with the original
functionality of the system, while, at the same time, making
the system energy efficient. In this section, we explain how
high-level system description languages, namely,Aemilia,
Real-time Maude, and Generalized Stochastic Petri Nets,
can be used to model and analyze systems with a DPM
component.
Section XVI. Summary: This section provides a summary
of the paper.
Section XVII. Future Directions: In this section, we discuss
new opportunities to develop novel approaches to making
handheld devices more energy efficient.

II. RELATED SURVEYS

Considering the profound need for energy saving and the
tremendous progress made on the topic, survey papers have
appeared in literature from time to time. In this section,
we summarize two such papers: one about system-level
DPM [196] and one about power-aware mobile multimedia
applications [191]. Both the papers are very informative,
and it is useful to get broad perspectives of those articles.
We remind the reader that we will exclude energy saving
in wireless sensor networks [64] and wall-powered personal
computers [75].

A. Survey of Design Techniques for System-Level DPM [196]

Benini et al. [196] have surveyed system-level DPM
approaches for the hardware portion designed with power
manageable components (PMC). The key characteristic of a
PMC is the availability of multiplemodes of operationbe-
tween the two extremes of high-performance high-power and
low-power low-performance. Note that transitions between
modes of operations have two associated costs, namely,delay
(we denote the time required to enter and exit the low-power
state byTTR) and power (we denote the transition power
cost byPTR). It is the transition costs which may prevent
system designers from frequently moving a system into its

low power states. The concept of abreak-even time(TBE)has
been introduced to study the effectiveness of DPM policies
because of the non-negligible cost of state transitions. The
break-even timeis defined as the minimum inactivity time
required to compensate the cost of entering a power saving
state.TBE can be expressed as the sum of two components:
(i) the time required to enter and exit the low-power state
(i.e. TTR); and (ii) the minimum time that must be spent in
the low-power state to compensate the additional transition
powerPTR.

General energy saving approaches are built upon the
following premises:

• Systems experiencenonuniformworkloads while run-
ning an application. In other words, components remain
idle from time to time:idle(t1) – busy(t2) – . . . idle(ti)
– busy(ti+1) – . . ., whereidle(ti) means a component
remains idle for a duration ofti.

• By observing the workload it is possible to predict its
fluctuations with some confidence.

The structure of a generic power management mechanism
has been illustrated in Fig. 1, where theObserverblock
collects information about the workload of all PMCs in the
system, and theController implements DPM policies and
issues commands to cause state transitions. For example,
timeout is a simple policy that smartphones implement to
turnoff their displays after a fixed inactivity period.

Power Manager

Observer Controller

Workload
information

CommandsObservations

Components

System

Fig. 1. Abstract structure of a system-level power manager [196].

Power management approaches have been classified into
two broad classes as follows:

• Predictive schemes:Predictive schemes assume that
components are essentially modeled astwo-statesys-
tems: one active state (say,On) and one low-power
state (say,Off). For the SA-1100 processor, theOn state
is a high-level state representing two low-level states,
namely,RunandIdle, whereas theOff state corresponds
to theSleepstate. Power management approaches falling
in this category make the prediction, by observing the
past history of the workload of a component, that the
idle time of the component is highly likely to be greater
than the break-even time in the near future:Tidle >
TBE . The predictive schemes are further divided into
static and adaptive techniques. The effectiveness of
predictive schemes in saving eneregy depends upon the



accuracy of workload prediction – and accuracy can
be increased by designing specialized, workload-specfic
predictors. Predictive schemes are heuristic and their
parameter tuning is difficult to achieve, and those cannot
finely control performance penalty.

• Stochastic optimum control schemes:These schemes
can: (i) take advantage of the multiple low-power states
of some components; (ii) better handle uncertainties
in workload, state transition times, and modeling pol-
icy optimization. Consequently, policy optimization in-
volves bothwhen to make state transitions andwhich
transition. Power management problems are studied
with controlled Markov processesby assuming that
workload can be modeled as Markov chains. Therefore,
one can: (i) model the uncertainties in system power
consumption and transition response times; (ii) model
more complex systems with multiple power states,
buffers, and queues; (iii) compute globally optimum
power policies; (iv) and tradeoff between performance
and power.

Finally, the survey discusses various DPM implementation
techniques in the form oftimers, clock gating, supply
shutdown, and operating system-based power management
(OSPM). Industrial standards have been facilitating the devel-
opment of OSPM techniques. TheAdvanced Configuration
and Power Interface(ACPI) standard is an OS-independent
power management standard for personal computers (PC’s).

B. Survey of Power-Aware Mobile Multimedia [191]

The three components of wireless handheld devices that
account for most of the power consumption to run multime-
dia applications are processor, WNIC, and display. Much pro-
cessing power is needed to perform a wide variety of tasks:
signal processing in the codec unit for motion estimation and
compensation, forward and inverse discrete cosine transfors,
and quantization. Similarly, video encoding consumes much
power. Communication cost depends not only on the amount
of data to be downloaded/uploaded, but also on time-varying
channel and rate of data transfer. Zhang et al. [191] have
summarized the advances in video coding and delivery for
power-aware mobile multimedia applications. Specifically,
they focus on the following aspects of wireless multimedia:
power-aware wireless video communication [204], [177],
[84], [157], [203]; power-aware video coding [101], [102],
[100]; and power-aware video delivery [206].

C. Survey of Energy Conservation in Sensor Networks [64]

III. SMART BATTERIES

Handheld devices use rechargeable electrochemical batter-
ies. Their charging time is between 1.5–4 hours and they run
for a few hours, though newer pocket personal computers run
as long as 14 hours. For efficient and effective utilization of
a battery, it is important to treat the battery as a measurable
resource whoseattributes are available to the operating
system and applications on demand. A smart battery is
a rechargeable battery augmented with additional sensing

and SoC computation logic.Fuel gaugingis a fundamental
concept in the design of smart batteries. Intuitively, fuel
gauging means how much charge is left in a battery and at
what rate the battery is draining. The conceptual relationship
of an application program with a smart battery has been
illustrated in Fig. 2. The operating system interfaces with
the smart battery logic to obtain the SoC value and makes it
available to the application.

Energy supply to hardware

Battery
Sensing
and SoC
Computation
Logic

Hardware

Battery

Smart Battery

Operating
System

Request for SoC

SoC
Response about

Application

SoC Information

Fig. 2. Conceptual relationship between a smart battery and an application.

It is important for software designers to understand the dis-
charge behavior of batteries, because the energy drawn from
a battery is not always equivalent to the energy consumed
in device circuits. In other words, a battery is a non-linear
device, meaning that the remaining energy in a battery is
less thanthe present amount of chemical energy in a battery
minus the amount of electrical energy consumed by circuits.
Rao, Vrudhula, and Rakhmotiv [1] have identified important
battery attributes as follows:

• Full design capacity: It is the remaining capacity of a
newly manufactured battery.

• Full charge capacity: It is the remaining capacity of
a fully charged battery at the beginning of a discharge
cycle.

• Theoretical capacity: It is the maximum amount of
charge that can be extracted from a battery based on
the amount of active materials it contains.

• Standard capacity: It is the amount of charge that
can be extracted from a battery when discharged under
standard load and temperature conditions.

• Actual capacity: It is the amount of charge a battery
delivers under given load and temperature conditions.

Battery discharge behavior is affected by a number of
factors, including the discharge rate, temperature, and the
number of charge-recharge cycles. Those factors affect a
battery as follows. First, battery capacity decreases as the
discharge rate increases. Second, below room temperature,
due to decrease in chemical activity and consequent increase
in internal resistance, the full charge capacity decreases.
At much higher temperature, the actual delivered capacity
reduces too. Third, the popular, high density Lithium-Ion
batteries lose a portion of their capacity with each discharge-
charge cycle due to electrolyte decomposition. This loss in
capacity is known ascapacity fading. Therefore, accurate
estimation of the SoC parameter of a batter is a difficult task



[2]. All the data in a typical smart battery are extrapolated
from voltage, current, and temperature measurements [3], [4].

Predicting the lifetime of a battery is a difficult problem
due to the fact that the amount of delivered charge, that is, the
actual capacityof the battery, is a complex function of the
physical and chemical characteristics of the battery and the
time-varying load that is applied. During execution of user
tasks, the hardware components draw a certain amount of
current from the battery. This time-varying discharge current
is referred to as aload profile, as shown in Fig. 3.
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Fig. 3. An example of load profile [5].

The lifetime of a battery depends on the rate at which
energy is consumed and the usage pattern of the battery.
Continuous drawing of a high current results in an excessive
drop of the remaining quantity of charge, and batteries do
recover to a certain extent during intervals with no or very
small currents. There is a need for a bettery model to
describe the effects of the load profile and other operational
parameters, such as temperature, on the state of the battery.
Jongerden and Haverkort [11] have studied a number of
battery models, and we summarize their key findings in the
following.
A. Ideal Model: Voltage (V) and charge capacity(C) are
two important properties of a battery. The charge capacity
of a battery is expressed in ampere-hour (Ah). The quantity
V × C is a measure of the energy stored in the battery. In
the case of constant load currentI, the lifetime (L) of a
battery with capacityC is calculated asL = C/I. Due to
non-linear effects, a simple approximation for the lifetime
under constant load is:L = a/Ib, with a > 0 and b > 1.
For variable loadi(t), battery lifetime is approximated as
follows:

L =
a

((1/L)
∫ L

0
i(t)dt)b

. (1)

Equation 1 suggests that all load profiles with the same
average current lead to the same battery lifetime. However,
experimental results show that this is not the case, because
the recovery effecthas been ignored. Recovery effect means
that the battery regains some of the ”lost” charge capacity
during its idle period.
B. Electrochemical Models: The electrochemical models
are developed by considering the chemical processes taking
place within a battery, and those describe the batteries in
great detail. Consequently, those are the most accurate battery
models. However, their highly detailed descriptions make the

models complex and difficult to configure. A battery model
in the form of six non-linear differential equations have been
developed by Fuller et al. [18].Dualfoil is a Fortran program
that computes how the battery propertiesvoltageandcurrent
change over time for the load profile set by the user. It is a
complex task to use the model because the user has to set
over 50 battery-related parameters [11], and to be able to do
so one needs to have a detailed knowledge of the battery to
be modeled.

C. Electrical-circuit Models: In these models, the electrical
properties of the battery are modeled using PSpice circuits
consisting of voltage sources, lookup tables, and linear pas-
sive elements, such as resistors and capacitors. At the coreof
the modesl are: a capacitor that represents the capacity of the
battery, a circuit that discharges the battery, a voltage against
SoC lookup table, and a resistor that represents the battery’s
internal resistance. Much experimental data are required to
set the parameters of a circuit model, and the models are less
accurate in predicting battery lifetime. Hageman [19] was the
first to propose a circuit model.

D. Stochastic Models: Chiasserini and Rao [20], [21]
have developed stochastic battery models with discrete-time
Markov chains and applied them to communication systems
[22], [23]. In the simplest model [20], the battery is mod-
eled with a discrete-time Markov chain withN + 1 states,
numbered 0 throughN . The state number corresponds to
the number of charge units available in the battery, and one
charge unit corresponds to the amount of energy required
to transmit a single packet. Therefore,N is the number of
charge units directly available based on continuous use. In
this model, every time step either a charge unit is consumed
with probability a1 = q or recovery of one unit of charge
takes place with probabilitya0 = 1 − q, where the value
of q is to be determined analytically. This model is too
simplistic, because the rate of recovery is not constant during
discharge, and, in general, the discharge current changes over
time. A more accurate stochastic model has been developed
in reference [23] and compared with the electrochemical
model implemented inDualfoil. The results of the stochastic
model deviate from the electrochemical model by at most
4%. However, no numbers for the computed lifetimes have
been reported in [23].

E. Kinetic Battery Model (KiBaM): The kinetic battery
model uses a chemical kinetics process and was introduced
by Manwell and McGowan [24]. The key idea in the model
has been illustrated in Fig. 4, where the total battery charge
capacity is distributed over two wells: theavailable charge
well and thebound chargewell. A fraction c of the total
capacity is put in the available charge well (y1(t)), and the
remaining fraction1 − c in the bound charge well (y2(t)).
Charge flows from the bound charge well to the available
charge well through a “valve” with constant conductancek.
The load current is denoted byi(t) and is supplied from the
available charge well. When a load is applied to the battery,
the available charge reduces and the height differenceδ =
(h2 − h1) increases. Next, when the load is disconnected,



charge flows from the bound charge well to the available
charge well untilδ = 0. Therfore, more charge is available
when there is no load connected, and, in this way the model
takes into account the recovery effect. The height difference
δ is a measure of the replenishing capability of the battery,
and for a constant loadI, δ has been shown as a function of
time t in Eq. (2).

δ(t) =
I

c
×

1− e−k′t

k′
, (2)

where k′ = k/c(1 − c). Let the battery remain idle for a
period ti after a loadI has been applied for a length oftl.
Thenδ(ti) evolves as given in Eq. (3).

δ(ti) =
I

c
×

e−k′ti(1− e−k′tl)

k′
. (3)

i(t)

h2 h1

1− c c

y2 y1

bound charge                           available charge

k

Fig. 4. Two-well Model of the KiBaM.

F. Diffusion Model: The diffusion model was developed by
Rakhmatov et al. [5],[6] and it is based on the diffusion
of the ions in the electrolyte, as explained in Fig. 5. In this
model, the chemical processes at both electrodes are assumed
identical, and only one of the electrodes is considered. For
the fully charged battery, the concentration of the electro-
active species is constant througout the electrolyte content
(Fig. 5(a)). When current is drawn from the battery, the
electrochemical reaction results in a reduction of the concen-
tration of the electro-active species near the electrode (Fig.
5(b)). When the load is disconnected from the battery, the
concentration of the species at the electrode will increase
due to the diffusion, and the battery is said to recover
(Fig. 5(c)) with a lower concentration. Finally, when the
concentration at the electrode drops below a cutoff value,
the chemical reaction can no longer be maintained and the
battery is said to be fully discharged [11]. The details of their
model in the form of differential equations can be found
in references [5] and [6], and have been further explained
in [11]. Rakhmatov and Vrudhula [5] have addressed the
issues of energy management for battery powered embedded
systems, composed of a processor, a voltage regulator, and a
battery. They have studied the problem of task scheduling
and selecting supply voltages, so that the resulting load
profile yields maximum improvement in battery lifetime.
Rakhmatov [14] has developed a more accurate battery
model that relates the battery voltage to the load current,
by capturing well-known nonlinear phenomena of capacity

loss at high discharge rates, charge recovery, and capacity
fading.
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Fig. 5. Physical Picture of the Diffusion Model [5].

G. Other Models: Jackey, Plett and Klein [15] have reported
an ESC (Enhanced Self-Correcting) cell model. They de-
scribe the construction and simulation of the battery modelin
the form of aSimulinkdiagram. They have proposed a semi-
automated process for parameterizing a lithium polymer bat-
tery (LiPB) cell simulation model. Saslow [17] has proposed
a simple battery discharge model for lead-acid cell that yields
bahavior similar to what is observed in real life. Rong and Pe-
dram [13] have proposed a high-level battery model to predict
the remaining capacity of a battery considering temperature
effect and the cycle aging effect. Their model relies on online
current and voltage measurements, and the result has been
validated by comparing it withDualfoil simulation results.
Zheng et al. [8] have proposed a physically justified iterative
computing method, based on the model of Rakhmatov et al.
[6], to illustrate the discharge, recovery, and charge process
of Li/Li-Ion batteries. Rao et al. [7] have proposed a fast
stochastic model as a 3-dimensional Markov process which
is a stochastic extension of the KiBaM analytic model. Benini
et al. [16] have proposed an abstract, discrete-time model for
batteries, which is efficient to enable simulation-based battery
lifetime estimation. They have described their model in
the form of VHDL (Very High-level Description Language)
code. The model has been validated by actual measurements
with a number of different batteries, such as Lithium-Ion,
Nickel-Cadmium, Alkaline, and Lead-Acid batteries.

Having studied a few battery models, Jongerden and
Haverkort [11] have reached at the following conclusions:

• The analytic models, namely KiBaM and diffusion, are
best suited to be used in battery lifetime predictions.

• The KiBaM model is in fact an approximation of the
more complex diffusion model. Therefore, it is more
suitable to use the KiBaM model.

• In predicting battery lifetime, it is more accurate to
make use of stochastic workload models, so as to be able
to capture the full range of different possible workload
traces.

• A multi-battery system with an appropriate scheduling



scheme can be used to design dependable networked
system [12].

It is important to understand that load profile has a
significant impact on battery lifetime. Some load profiles may
let a battery to recover from time to time, thereby maximizing
the actual capacityof the battery, whereas some other load
profiles may not let the battery to recover. Therefore, task
scheduling is an important system-level activity to prolong
battery lifetime. For communication-centric systems, such as
handheld devices, transmission and reception of data packets
consume much energy, thereby presenting opportunities to
schedule those activites to improve battery lifetime. Chi-
asserini and Rao [22], [23] have identified the phenomena of
charge recovery taking place under bursty or pulsed discharge
conditions as a mechanism that can be exploited to enhance
the actual capacity of the battery. They explore stochastic
battery models to track charge recovery in conjunction with
bursty discharge processes caused by bursty data traffic
on the communication link of a device. They have shown
improvement to actual capacity of the battery resulting from
pulsed discharge driven by bursty stochastic load. Next, they
have proposed discharge shaping techniques in order to be
able to trade-off energy efficiency with delay [22].

Rakhmatov and Vrudhula [5] have given an analytical
relationship among the load currenti(t), battery life-time
L, and two experimentally determined battery parameters,α
andβ as follows:

α =

∫ L

0

i(t)dt+

∫ L

0

i(t)

(

2

∞
∑

m=1

e−β2m2(L−t)

)

dt, (4)

whereα is the battery’s full charge capacity in coulombs,
β denotes how quickly electroactive species (see Fig. 5(b))
are able to reach the electrode surface (the unit ofβ2 is
second−1). Next, they have given a battery cost functionσ(t)
as follows:

σ(t) =

∫ t

0

i(τ)dτ +

∫ t

0

i(τ)

(

2
∞
∑

m=1

e−β2m2(t−τ)

)

dτ. (5)

The first term of the right hand side of Eq. (5) is the
actual load or charge consumed in timet (denoted byl(t)),
whereas the second term denotes theunavailable chargeat
time t (denoted byu(t)) due to load profilel(t). Intuitively,
unavailable charge is the amount of charge that cannot be
extracted by a load from the battery. Now it is useful to make
a distinction between the following two types of policies:

• Battery-aware policy:A battery-aware DPM policy tries
to minimize the unavailable charge (the second term in
Eq. 5.) at the end of a given workload.

• Energy-aware policy:An energy-aware DPM policy
only minimizes the energy consumption (the first term
in Eq. 5.)

Battery-aware DPM policies generally ignore the rest periods
of loading a battery – and the rest periods can be user en-
forced, naturally occurring due to application characteristics,
or due to finite load horizon [9]. Sometimes an energy-aware

DPM policy leads to longer battery life than what a battery-
aware DPM policy gives. For example, for both fine-grained
(< 10 ms) and coarse-grained (> 30 min) tasks, battery-
aware task scheduling methods to prolong battery life are
ineffective.

In summary, software designers need to be aware of
the battery characteristics in order to be able to schedule
the major energy consuming tasks in such a way that the
resulting load profile leads to the longest battery lifetime.
The concept of a smart battery gives designers an opportunity
to perform design trade-off, namely, performance versus
application completion delay.

IV. ENERGY-EFFICIENT USER INTERFACEDESIGN

Graphical User Interfaces (GUI) of desktop and laptop
computers continue to be popular, and users expect the same
– and even a higher – level of convenience from their small,
mobile handheld devices, irrespective of resource constraints.
The higher level of expectation is succinctly represented
in the form of a mobile computing vision where devices
can ”see, hear, and feel” [43] for its user by identifying
its dynamic context and supporting multimedia interactions
[36]. As handheld devices become smaller in size, it is
more difficult for users to interact with applications by their
hands. Consequently, developers must consider the human
factor and application controllability with flexibility. From
the viewpoint of energy cost evaluation, a GUI can be broken
down into two conceptual components, namely,displayand
user interactions, as shown in Fig. 6.

Display User Interactions

GUI

Fig. 6. Two conceptual components of a GUI.

A. Efficient Displays

Color and its manipulation are important considerations in
designing interfaces for enjoyment and aesthetics in use [36].
Despite the limited energy available in a wireless handheld
device, its display must have enough resolution and color
depth to support for enjoyment and aesthetic use. A color
TFT (Thin-Film Transistor) LCD (Liquid Crystal Display)
display is common in handheld devices. An LCD display
is composed of the following key components: an LCD
panel, a frame buffer memory, an LCD controller, and a
backlight inverter and lamp. A number of techniques have
been proposed to minimize the energy consumption at the
component level:

• brightness control of the backlight
• frame buffer compression
• dynamic control of color depth and refresh cycle
• dark window optimization.

Backlight Control: The dynamic luminance scaling (DLS)
technique proposed by Chang, et al. [41] keeps the perceived



contrast of the image as close as possible to the original while
achieving 20-80% power reduction from the backlight system
for still images. The extended DLS technique of Shim, et
al. [30] performs on-the-fly image compensation for still
and moving images to achieve an average backlight power
saving of 25%. Their technique is implemented in additional
hardware integrated into the LCD controller. Cheng, et al.
[29] propose a concurrent brightness and contrast scaling
(CBCS) scheme to achieve a 3.7X backlight power sav-
ing with 10% of contrast distortion. They formulate and
optimally solve the CBCS optimization problem with the
objective of minimizing the fidelity and power metrics. Gatti,
et al. [45] propose a technique to adaptively dim the backlight
in response to changes in the ambient luminance. On the
otherhand, the backlight adaptation scheme proposed by
Pasricha et al. [42] is for streaming video, and it is executed
on a network proxy server, obviating the need to modify
the decoder on the device. They performed experiments on a
Compaq iPAQ 3600 series mobile handheld device with TFT
LCD screen and MPEG-1 video streams and showed energy
saving of 9-60% in the handheld device’s backlight. Cornea,
Nicolau and Dutt [157] propose asoftware annotationbased
approach to enable a handheld device to control its backlight.
Their technique is based on the following observation: while
playing video, in many cases, the entire luminance range
is not used, that is, there are many scenes in which only
a few pixels are very bright. They suggest to increase the
brightness of such images while simultaneously dimming the
backlight. The technique involves analyzing video streamsat
the source (i.e. server) before they are transmitted to compute
the required level of backlight and annotating the frames with
that information. A drwaback of the approach is that reduced
backlight luminance degrades picture quality. However in
many scenes a small number of pixels with high luminance
level may be sparsely distributed, thereby allowing clipping
of some of those pixels without noticeable quality loss. One
heuristic for pixel clipping is to randomly select a fixed
percent of the very bright pixels to be clipped, which is a
measure of the quality degradation metric. This approach can
be viewed as providing trade-off between quality and energy.
Both theoretical analysis and simulation studies show thatup
to 65% of backlight power can be saved with minimal or no
visible quality degradation while running video applications
on an iPAQ 5555.

Frame Buffer Compression: Even in power-hungry appli-
cations such as movie players, the display system dominates
power consumption [32]. A frame buffer memory and buses
are busy all the times due to the continuous sweep operations
while an LCD panel is turned on. The energy consumption of
the frame buffer and associated buses is directly proportional
to the number of frame buffer accesses during the sweep
operation. The number of frame buffer accesses is determined
by the screen resolution, the sweep rate, and the color depth,
which are generally constant. Therefore, the number of frame
buffer accesses is constant in a typical architecture. Frame
buffer compression reduces the number of frame buffer

accesses and thus saves energy. Shim, Huang and Pedram
[32] have shown that frame buffer compression reduces the
display energy cost by about 50-66%, and the methodology
saves about 10-15% of total power consumption in their
prototype, where the LCD controller was implemented with
an FPGA. An adaptive run-length-encoding (RLE) algorithm
is presented in reference [32], whereas Shin, Cho and Chang
[35] present a compression technique based on differential
Hoffman coding, which gives better performance than the
adaptive RLE algorithm. The compression technique based
on differential Hoffman coding reduces the frame buffer
activity by 52-90%.
Dynamic Control of Color Depth and Refresh Cycle:
Choi, et al. [44] propose the idea of dynamic color depth
control to reduce the energy cost of display. Color depth
control involves pixel reorganization in the frame buffer,
which enables half of the frame buffer memory devices to
go into power-down mode at the cost of a decreased color
depth. Moreover, reduced duty-ratio of refresh cycles leadto
reduced energy consumption by the pixels on the TFT LCD
panel.
Dark Window Optimization: It is not unusual for users to
open multiple, overlapping windows while interacting witha
device. However, not every window is of current interest to
the user. Iyer et al. [33] propose the idea of modifying the
windowing environment to allow changes to the brightness
and color of areas of the screen that are not of current interest
to the user. They performed a detailed analysis of display
usage traces from 17 users, representing a few hundreds of
hours of active usage. Their analysis revealed two important
observations:

• On average, the window of focus uses only about 60%
of the total screen area.

• In many cases the screen usage is associated with
content that could have been equivalently displayed,
with no apparent loss in visual quality, on much simpler
lower power displays.

Based on the above two insights, they proposed energy-
adaptive display systems that match energy use to the
functionality required by the workload/user to obtain much
energy saving. They proposed several dark windows opti-
mizations that allow the windowing environment to change
the brightness and color of portions of the screen that are
not of interest to the user.

B. Efficient User Interactions

More than fifteen years back, when GUIs were in their
nascent state, user interface code consisted of an average
of 48% of the application code [49]. These days the user
interface is almost always graphical, which only increases
its fraction (i.e. share of code) and resource usage. GUIs
are direct users of the display – and a display is one of the
largest power consumers in a mobile device. Zhong and Jha
[46] were the first to study the concept of energy-efficient
and energy-aware GUI. They analyzed the energy cost of
GUI from three perspectives, namely, hardware, operating
system, and application, as explained in the following.



1) Hardware: A hardware perspective of energy con-
sumption by a GUI has been illustrated in Figure 7. The
energy cost of the LCD is dependent upon the display
contents and their changes with time. At the pixel level,
the energy cost of a pixel is a function of its color and
the changes in the color as time passes. As a result of
user interactions, GUI related interrupts are generated for
the processor to produce new contents in the frame buffer.
The LCD controller (LCDC) periodically refreshes the LCD
with the contents of the frame buffer.
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Fig. 7. A hardware perspective of GUI energy consumption [46].

2) Operating System:An OS perspective of energy con-
sumption by a GUI has been illustrated in Figure 8. It
is argued [196] that an operating system’s kernel is the
best location to implement software-based energy saving
approaches (also, see [205]). The figure shows three software
components: a GUI application, the GUI platform, and the
OS. For a Unix-like OS the GUI platform is an X-server,
and a GUI application interacts with the X-server in a
client/server mode. User responses cause hardware interrupts
to be generated for the OS to handle. As a part of interrupt
handling, the OS causes the GUI application to execute
its code. Execution of GUI application code makes it to
communicate with the GUI server which may ask the OS
to change the display screen.
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Drive LCD
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Fig. 8. An OS perspective of GUI energy consumption [46].

3) Application: An application (or, task) perspective of
energy consumption by a GUI has been illustrated in Figure
9, which shows an interactive session of a user with a device.
A task is defined to be a set of user actions and system
responses, as illustrated in Figure 9, to achieve a meaningful
goal, such as adding information on a contact or viewing a

schedule [48]. The user thinks for a while, gives an input to
the device, and waits until the device makes a response. After
the device makes a response, the user looks at the response,
thinks for a while before giving another input to the device,
the device takes a while to process the response, and the cycle
continues. While the user is in the think state, the processor
and the communication module are idle, whereas the display
is on. On the other hand, while the user is waiting, the device
is computing a response and the display is on as well.

Device Response

Think

Wait

Think

Wait Wait

Think Time

User Input

Fig. 9. An application perspective for GUI energy consumption.

Zhong and Jha [46] make the following recommendations
to make GUI design energy-efficient and make a comparison
with the traditional GUI design philosophies [50].

• Accelerate user interaction:Even an idle system con-
sumes much energy so reducing the usage time for a
task is an effective way of energy reduction. Programs
and functions should be placed in the GUI so that a user
can find them quickly.

• Do something while waiting for user input:Since idling
costs much energy, the system can be proactive to accel-
erate user interaction by speculating the user input and
get the result ready before the next input is provided. An
example of speculation is the auto-completion feature of
the virtual keyboard.

• Minimize screen changes:A screen change leads to
changes in a subset of the pixels. Because it costs
energy to change even a single pixel, it is recommended
to minimize screen changes. Animation and window
scrolling should be avoided.

• Avoid or minimize text input:Since text input is much
slower, the amount of text input should be minimized.
Instead, if the range of inputs is known beforehand, a
list can be supplied to ask the user to choose from.

• Reduce redundancy:Features that do not accelerate
usage should be avoided.

All the above recommendations, except the one to minimize
screen changes, are also recommended by the traditional GUI
design wisdom [50].

C. Understanding Human-Computer Interactions

Handheld devices spend much time in idle periods, waiting
for user input. Displays have to be on in those idle periods
– and it is known that displays are known to be one of the
largest single power-consumers in mobile computers [46].
If a device assists its user in producing a quick response,



then the user’s task will be completed by consuming less
energy. According to themodel human processor[51], the
response time of a user is influenced by three fundamental
processes, namely,perception capacity, cognitive speed, and
motor speed. In the following, we briefly explain the three
concepts while referring the reader to references [51], [46],
[27], [53], [54], [26] for more details.

• Perceptual Capacity:A better visibility of the material
being read has a positive impact on reading speed [52],
and visibility depends on the font type and size, color
scheme, contrast ratio, and luminance. GUIs with better
color schemes and contrast ratios are easier to read.

• Cognitive Speed:If there areN distinct and equally
possible choices, then the reaction time required to make
a choice is given by the Hick-Hyman law as:reaction
time = a+ b.log2N , wherea and b are constants. An
interpretation of the law is that to accelerate the human
cognitive process, a GUI should present as few choices
as possible. Thus, the concept ofsplit menus[25] is
useful in realizing the above interpretation.

• Motor Speed:The motor speed, governed by the Fitts’
Law [26], of human users positively impact their re-
action time. User interactions often involve moving
a control point (say, the mouse) from one position
to another and activating a button at the destination
position. The faster the motor speed of a user to move
from the current position to the destination, the smaller
is the idle time of the device. The time taken to move
from the current position to the destination, denoted
by T , is given by the Fitts’ Law and is expressed
as: T = c1 + c2.log2(

D
W

+ 1), where c1 and c2 are
experimentally determined constants,D is the distance
between the two positions, andW is the width of the
target. An interpretation of the law is that a GUI should
utilize as much screen area as available for widgets to
be rapidly hit [27].

D. Techniques for Designing Energy Efficient GUIs

Gong and Tarasewich [36] have discussed the charac-
teristics and limitations of mobile device interfaces, espe-
cially compared to the desktop environment, and provided
eight guidelines for designing user interfaces. Two of the
guidelines aredesign for top-down interactionsand design
for enjoyment. Reading large amounts of text from mobile
devices with small screens can require large amounts of
scrolling and focused concentration. To reduce the amount of
distraction, interactions, and potential information overload,
it is suggested to present information through hierarchical
mechanisms [40]. GUIs provide a way for users to interact
with applications, and there are differences among GUIs.
Before applying energy saving techniques to GUI design,
it is useful to classify GUIs based on their primary interac-
tions. Vallerio, Zhong and Jha [48] divide GUIs into three
categories as follows:

• Input-centric
• Content-centric

• Hybrid.

The main task performed by a input-centric GUI is to obtain
user input. For example, messaging and calculator appli-
cations have input-centric GUIs. The main task performed
by an output-centric GUI is to deliver contents to the user.
For example, map viewers and web browsers have content-
centric GUIs. Some applications, such as text editors and
configuration menus, require significant input and display
components, thereby falling into the hybrid category. An
input-centric GUI should be designed for ease of input,
whereas an output-centric GUI should be designed for ease
of browsing.

Specific techniques to reduce energy consumption by a
GUI are divided into three categories:

• Power reduction:low-energy color scheme and reduced
screen changes

• Performance enhancement:hot keys, user input caches,
and content placement

• Facilitators: paged displays and quick buttons.

Two power reduction techniques arelow-energy color scheme
and reduced screen changes. Those are called power reduc-
tion techniques because they cause the display to consume
less energy. For example, on TFT-LCD displays, a white por-
tion consumes more energy than a black portion of equal size
[46], [44]. For future organic-LED (OLED) based displays,
the energy consumption of a display will be proportional to
the number of on-pixels and their luminance [28]. Reduced
screen changes mean reducing the total number of changes
to the states (that is on, off, color, and luminance) of all
the pixels. Screen changes can be reduced by reducing the
usage of progress bar, scroll bar, and animation, because all
of those features cost additional computation and cause the
screen state to change.

Three performance enhancement techniques arehot keys,
user input caches, andcontent placement. The performance
enhancement techniques significantly reduce the total inter-
action time of the user for a given task, thereby reducing the
total idle time of the device and the total energy cost. A hot
key is a key combination (e.g. Alt + Ctrl + Delete) that the
user can press to perform an action quickly. Hot keys increase
user interaction speed on desktops, but not on mobile devices.
However, the technique is viable through the use of quick
button facilitators. User input caches speed up user inter-
actions by storing the most recent or most frequent inputs
by users. This technique is most useful when a small set
of known inputs occurs frequently [48]. The autocompletion
mechanism is a good example of the technique. For cellular
phones, a good use of user input caches is to store commonly
used phrases for text messaging. This will enable longer
strings of text to be entered with fewer keystrokes, thereby
increasing the speed of user interaction. Contents on a display
page must be organized to reduce perception latency, motor
latency, and cognition latency. The perception latency canbe
reduced by decreasing the amount of eye movement, which
can be achieved, for example, by using the whole screen for
up and down buttons, so the user does not have to focus on



the scroll bar on one side. To reduce motor latency, the Fitts’
law explained before in this section is useful. Motor latency
can be reduced by making frequently pressed buttons as
large as possible and using the whole screen to control page
scrolling. Cognitive latency can be reduced by decreasing
the number of options from which users make selections,
and split menus are a way to implement this concept.

There are two facilitator techniques, namely,paged dis-
plays and quick buttons. Facilitators do not reduce energy
directly; rather, those enable other techniques to be used more
effectively for energy efficiency [48]. For example, paged
display increases the effective display size and allows the
buttons to be larger, which can reduce energy consumption
by increasing motor speed.

Not all the energy saving techniques can be applied to
all three categories of GUI. The associations between GUI
categories and energy saving techniques have been identified
in Figure 10. Vallerio, Zhong and Jha [48] conducted a
variety of experiments to show that the energy consumption
of GUIs can be reduced by 16.4–45.2%.

          associations with all of their components.
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          Similarly, an association with Power reduction and Performance enhancement implies

Fig. 10. GUI categories and energy saving techniques.

A straightforward way of evaluating a user interface is to
build a product and perform usability testing on the interface
by having a large number of users actually use it. A similar
approach has been take in [48] to evaluate the effectiveness
of energy saving GUI techniques. Hyun, Kumazawa and Sato
[37], [38] propose a new method to measure the positions of
hands and the fingers when a user is manipulating button
controls of a handheld device. They developed a hardware
system for tracking each fingertip position by means of
three strings and an artificial reality technique for monitoring
the hand movements by tracing the hand in motion images
captured by a camera.

E. Predicting User Interaction Time and Energy Cost

Modern user devices are characterized by their small
form factors and heterogeneous user interface modalities,
including pen-based touch screen, touch pads, trackballs,
Gyroscopic mice, and hands-free interface, and there are
continued developments in novel user interfaces [58]. Much
heterogeneity of interaction modalities makes it difficultto
predict and make decisions on energy consumption at design
stages. Luo and Siewiorek [56] have presented a quantitative
method, called Keystroke-Level Energy Model (KLEM),
to predict the user time and system energy consumption

to perform an interactive task. The KLEM method is an
extension of the Keystroke-Level Model (KLM) [59] which
is a cognitive modeling technique that predicts the time it
takes a user to perform a given task with a given method on
an interactive computer system. Thebasic ideaof KLM is to
list the sequence of keystroke-level actions that the user must
perform to accomplish a task, and sum the time required by
each action [57]. The KLM describes task execution in terms
of four physical-motor operators (K, P, H, D), one mental
operator (M), and one system response (R):

• K: pressing a key or a button
• P: pointing with the mouse to a target on the display
• H: moving hands to the home position on the keyboard

or mouse
• D: drawing lines using the mouse
• M: mentally preparing for a task
• R: time-varying system response.

K, P, H, and D are determined by the actions necessary
to accomplish the task. The KLM assumes that the first
five operators take constant time for each occurrence, and
provides a set of heuristic rules for placing M’s in the
sequence of Ks, Ps, Hs, and Ds, set by prior psychology and
human-computer interface (HCI) research. The R operator
must be estimated by the designer, and it includes only the
time that the user must wait for the system after any M
operator has completed. Designers can useCogTool [60],
[62] to generate predictive cognitive models of skilled user
performance by demonstrating their task onstoryboards
of the new design. The predictions made by CogTool are
based on KLM, and are generated with a computational
cognitive engine called ACT-R [61]. To make a prediction
of interaction time, the following steps are followed by the
designer:

• Create aStoryboardfor the interface design. A story-
board contains a series ofFrames that represent the
changes of the display between user operations. A frame
can be a sketch of the proposed user interface design.

• Identify the set ofTasks to be performed upon the
interface.

• Demonstrate on the storyboard the steps a user would
perform to accomplish a task. The demonstration is
recorded to a script for CogTool to generate prediction.

Luo and Siewiorek [56] (also see [55]) propose a mea-
surement based approach to obtain the energy profiles of
KLEM operatrors by running a set of benchmarks on the
target platforms. They define the energy consumption of a
KLEM operator, the sum of the KLM operator energy, and
the system activity energy it invoked. Specifically, letS be
the set of power states of the system activity following an
operatoro , Ps be the power level of each state, andTs be
the time the system stays in states. Then the system energy
consumption triggered by the operatorEo is predicted using
the following expression:

Eo =
∑

s∈S

PsTs. (6)



Let Ttask be the total task time predicted by the CogTool,
O be the sequence of KLEM operators in the task,To be
the time of operatoro, andPi be the power level of the idle
state of the device hardware. Then, the total system energy
consumption during idle stateEidle is:

Eidle = Pi(Ttask −
∑

o∈O

To). (7)

. Now, the total task energyEtask predicted is:

.Etask =
∑

o∈O

Eo + Eidle. (8)

.
KLEM can predict user time and energy consumption from

storyboards of proposed user interactions with good accuracy.
The predictions are within 13% of measured user time and
system energy for two different popular handheld devices,
namely, iPAQ and Tungsten. The time and energy for doing
the same task in different user interaction modalities on the
same platform (List Hardware Button vs. List Key) can vary
by a factor of two to three.

F. Impacts of Human Factors on Energy Efficiency

As illustrated in Fig. 9, handheld devices spend much
time and energy waiting for user responses, because of
speed mismatch between computers and human users. In
this subsection we explain the limits of user ineterfaces
in becoming energy efficient primarily because of human
factors [47]:

• Sensory Perception-based limit:A handheld device
communicates with its user through the latter’s sensory
channels, namely, visual and auditory, and the device
must spend some energy above some threshold levels
for sensory perception. Details of those threshold energy
levels as functions of viewing/hearing distance and
wavelength of viewing light can be found in reference
[47].

• Input/Output-based limit:As illustrated in Fig. 9, user
response speed impacts the total time of task execution,
thereby determining the energy cost. Typical values
for user interactions, namely, speaking/listening/reading
speeds, text entry speed, and stylus/touch-screen speeds
can be easily measured. As an example, for reading
printed English text, 250-300wpm (words per minute)
is considered typical. Similarly, one can assume 0.5-1
second delay in GUI operations on handheld devices.
The reading speeds and GUI operation delay translate
to some minimum energy cost while the device is idle.

Zhong and Jha [47] have proposed the concept of awire-
less cache, as illustrated in Fig. 11, to reduce the energy
cost of waiting for user responses. The wireless cache is
another piece of low-power communication device that acts
as a bridge between the user and the handheld device. For
example, the wireless cache can be implemented in the form
of a wrist watch, and Bluetooth can be used to connect it
with the handheld device. The handheld device can enter
into a low-power mode while the wireless cache is waiting
to receice user response.
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Fig. 11. (a) Standard user interactions with a handheld device and (b) user
interactions via a wireless cache.

V. SLEEP TOSAVE ENERGY

Hardware subsystems, namely, processor and communica-
tion, spend much less energy in their sleep states than when
they are active. In this section, we discuss the concepts of
a micro-sleep state for processors and the wake-on-wireless
for a handheld device are discussed.

A. µSleep – Another Sleep State

A state-transition diagram of a processor with three com-
mon states has been shown in Figure 12. If the operating
system (OS) scheduler has an executable process, thread, or
kernel code to execute, the processor remains in the normal
Runningstate for as long as necessary. If the scheduler has
nothing to execute at the moment, the processor moves to the
Processor Idlestate. When an interrupt occurs, the processor
moves back to theRunningstate. The processor is explicitly
put into theSleepstate by the user or by the executing code.
For battery operated handheld devices it is useful to move
the processor fromRunningto Sleeprather than toProcessor
Idle because of the significant difference in energy costs of
the Sleepand Processor Idlestates. The energy cost ratio
of the Sleep(with LCD off) to the Processor Idlestate can
be 1:6.8 – 1:12.8 [106]. Therefore, it is useful to move the
processor to theSleepstate as often as can be.

interrupt
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sleep button or
sleep timeout

RTC alarm or 
sleep button

no process to run

Idle
Processor

Fig. 12. State diagram of a processor without power saving mode.

To take further advantage of the significant difference
in energy costs of theSleepand the Processor Idle states,
Brakmo et al. [106] have introduced the concept of aµSleep
state so that under certain conditions the processor can be
put in theµSleepstate instead of the Processor Idle state,
as illustrated in Figure 13. If there is no process to run, the
processor is moved into theOS Idlestate and the scheduler
makes a decision to move the processor to theµSleepstate
or to the Processor Idlestate. Entering sleep mode and



exiting it immediately after consumes a lot more energy than
keeping the system idle for the same duration. Therefore,
the transition fromOS Idle to µSleepshould be made if
the scheduler determines that the processor can remain in
the µSleepstate for more than abreakeven time and the
devices allow the processor to sleep. A real-time clock alarm
or an external event causes the processor to move back to
theRunningstate. Their experiments have shown thatµSleep
can reduce energy consumption by more than 60% when the
experimental Itsy pocket PC is lightly loaded.
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Fig. 13. State diagram ofµSleep (RTC: Real-Time Clock).

B. Wake on Wireless

Wireless universal communicators (UCoM) fall into
two general categories, namely, cell phones and PDAs.
PDAs have the following advantages [108]: PDAs with
IEEE.802.11b cards have high speed indoor-access to the
Internet; PDAs are able to interoperate with a large number
of devices because they use open standards, such as TCP/IP;
a PDA-based phone affords the user access to a large number
of mature, data and multimedia applications. In spite of
the advantages of PDA-based phones over cellular phones,
cellular phones outperform PDA-based phones in power
consumption. A large part of the power drain in a PDA
can be attributed to the WLAN card. A PDA connected to
an access point (AP) drains its battery after a few hours
even in the power-save mode, whereas cellular phones have
standby lifetimes of a few days. For PDA-based phones to
be successful as a UCoM, their battery lifetime must be
comparable to that of cell phones. To extend the battery
life of a UCoM device, Shis, Bahl and Sinclair [108] have
proposed that when a UCoM device is not actively used, the
device with its wireless network interface card be powered
off. The device is powered on only when there is an incoming
or outgoing call or when the user needs to use it. The above
technique is calledwake-on-wireless, and its goal is to almost
eliminate the power consumed when a IEEE 802.11b-enabled
device is idle. The technique is broadly explained as follows.
A PDA communicates with an AP over two distinct radio
interfaces, one for carrying normal data and one for carrying
control information. The control channel is implemented over
a low-power radio interface. When the device is not used,
the device and the high-power wireless interface cards are
shut down. To handle an incoming call, they use the low-
power channel to send a wakeup message to the device.

Once awake, the device accepts the call over its normal data
interface.

The model of operation of the wake-on-wireless technique
has been illustrated in Figure 14. The technique requires
a second radio interface on each UCoM device, one or
more UCoM Proxy, and one UCoM Server. The server is
available on the Internet and is common to all UCoM client
devices, whereas one Proxy serves all those clients who
can communicate with it over their low-power, secondary
radio interface. The Proxy too is connected to the Internet
so that the Server and the Proxy can communicate. Figure 14
shows the three phases of operation of a device. In the first
phase, that is initialization phase, all the client deviceslet
the Server know of their presence and inactive devices, such
as Alice, switch themselves off, except their secondary radio
interfaces. The low-power radio module, calledMiniBrick,
of a client registers the device with the Proxy as shown in
the figure. In the second phase, when an active client, say,
Bob, wants to communicate with an off client Alice, the
Server and Alice’s Proxy collaborate to wake up Alice. In the
third phase, Alice responds to Bob’s invitation to establish a
connection.

With an actual implementation and measurement-based
evaluation of the technique, the authors showed that the
standby lifetime of an iPAQ PDA can be increased by 115%
over an unmodified iPAQ. With a normal talk of 25 minutes
in a day, the above gain in standby time reduced to 40%.
The main drawback of the technique is that it will require a
large number of Proxy machines to be deployed, because of
the short range of the secondary radio interface of each client
device. A secondary drawback of the approach is the need to
maintain logical associations between an UCoM Server and
the numerous Proxy machines.

Device Waken Up

UCoM
Client (Bob)

UCoM
Client (Alice)

UCoM
Server

UCoM
Proxy

Register as Proxy
Register as Client

Proxy Informs Server 

Client’s Buddy List

Server Updates
of Alice’s Presence

Alice with Proxy

MiniBrick Registers

Device Off

Bob Calls Alice

Connect

OK

Talk

Call Alice
Wake−up Alice

(Bob’s IP Address) Power−On Request

(Bob’s IP Address)

Device On

                      Initialization Done         Device Sleeping

Fig. 14. Model of Operation of Wake-on-Wireless.



VI. POWER EFFICIENT COMMUNICATION

A. Standard IEEE 802.11 Power Saving Mode (PSM)

The IEEE 802.11 [107] protocol has a built-in mechanism
to allow user devices to perform dynamic power management
of their wireless network interface (WNIC) cards. Such a
card has five major states:power-off, idle, transmit, receive,
and sleep. A WNIC card does not consume any energy in
the power-offstate. Theidle state means that a WNIC card
is powered on and it is ready to transmit or receive, and it
consumes a significant amount of energy. Thetransmit and
receivestates are together known as theactive state, and a
WNIC card consumes the highest amount of energy in this
state. Most of the circuitries of a WNIC card are turned
off in the sleepstate, thereby consuming much less energy
than theidle state. Thesleepstate has been introduced in
the protocol design to enable a device to perform dynamic
power management as follows:

In a Wi-Fi hotspot, all communications occur via the
Access Point (AP). In other words, the AP relays every
frame to/from all user devices. Power saving is achieved
by exploiting the central-controller role of the Access Point.
That is, in the PCF (Point Coordination Function) mode of
operation, each user device lets the AP know whether or
not it utilizes the PSM. The AP buffers all frames addressed
to user devices that have opted for the PSM. The general
behaviors of user devices in PSM and the AP are summarized
in the following.

• Access Point:While a user’s WNIC is sleeping, data
packets for the user are buffered by the AP. The AP
periodically broadcastsBeacon frames, usually every
100 ms. ABeaconframe contains atraffic indication
map (TIM) that indicates PSM user devices having at
least one data frame buffered at the AP. The AP sends
data to a user after the user device makes a request by
means of aPS-Poll frame.

• User’s WNIC:If the PSM feature of the card is enabled,
the card sleeps for afixed periodupon the elapse of
a fixed timeoutsince the last received packet. Upon
expiration of a sleeping period, the card wakes up to
listen for a Beacon. Therefore, PSM user devices are
synchronized with the AP. If a user device is indicated
in the TIM of a Beacon, the PSM user device sends
a PS-Poll frame to the AP by means of the standard
DCF (Distributed Coordination Function) mechanism to
request the AP to send data. As illustrated in Figure 15,
a user device with no data to send or receive sleeps
between twoBeaconframes.

Time

Beacon period

Beacon/
TIM

Beacon/
TIM

a user’s WNIC
Sleep time of

Fig. 15. General Idea of Beacon Period.

The power-saving feature is also supported in the DCF

mode of operation. Time is divided intobeacon intervals,
similar to the PCF mode of operation. One purpose of the
beacons is to synchronize all the user WNIC cards [107].
The power-saving feature of DCF requires that at the start
of each beacon interval, each WNIC must stay awake for a
fixed time interval, calledATIM (Ad-hoc Traffic Indication
Message) window. All nodes are awake during the ATIM
window. A node, sayA, utilizes the ATIM window to
advertize data frames pending transmission to other nodes,
say B. The said advertisement is done in the form of an
ATIM frame transmitted during the ATIM window by means
of the standard CSMA/CA (Carrier Sense Multiple Access/
Collosion Avoidance) mechanism. The receiver of an ATIM
frame (i.e. nodeB) responds with an ATIM-ACK frame and
remains awake for the remaining duration of the beacon
interval. If nodeA receives an ATIM-ACK frame, it remains
awake for the remaining duration of the beacon interval.
Node A sends data frames toB during the beacon interval,
after the ATIM window.

The key characteristics of the MAC-level power manage-
ment technique are as follows [80]:

• The technique does not completely switch off the card
for additional power saving.

• The sleep duration is fixed, and it does not reflect
variability in received data traffic.

• The maximum sleep time supported by implementations
is usually less than one second, in order to reduce the
risk of AP buffer saturation.

It is important to be aware of the drawbacks of an
aggressive power saving policy, such as completely switching
off the WNIC card.

• The policy will introduce longer delay in data traffic
between a user device and an AP, because of the addi-
tional time needed for synchronization, authentication,
and authorization.

• The energy cost of state transition fromswitch-off to
active is high, and it must be compensated with a long
off duration.

• An application-level protocol with knowledge of device
(e.g. buffer size), data traffic (e.g. play rate and frame
size), and network (e.g. link speed and core network
delay) characteristics must be involved in making deci-
sions to switch on and off a WNIC card.

B. Novel Power Saving Techniques for 802.11 Based Devices

Krashinsky and Balakrishnan [120] have shown by means
of simulation studies that the IEEE 802.11 MAC’s PSM can
save around 90% of the energy spent by the WNIC at the cost
of increased delay in web-page downloads. To cope with the
delay problem, they propose a Bounded Slowdown protocol
(BSD) in which a user device (i.e. mobile host) listens for
the AP beacons with decreasing frequency during idle times
so that it can be mostly sleeping during userthink times. The
time instants for waking up to listen for beacon frames are
staticallydetermined. As illustrated in Figure 16, think times
are the time intervals when there is no network activity at the



MAC level. The BSD protocol trades off energy for lower
additional delay. However, if the maximum tolerable delay
is small, the protocol incurs more energy cost than the PSM.
Qiao and Shin [121] have enhanced the BSD protocol – they
call it Smart Power Saving Mode (SPSM) – by proposing a
technique fordynamicallyestimating the time instants when
a user device wakes up to listen for beacon frames. The
Dynamic Beacon Period (DBP) algorithm of Nath, Anderson
and Seshan [122] tries to reduce the delay by letting each
user device select its own beacon interval and having the
AP generate separate beacons for each user device. To
counter the delay problem, Anand et al. [123] propose a Self-
Tuning Power Management (STPM) protocol to exploithints
provided by network applications. The hints describe the
near-future network activities of applications. One can view
such hints as knowledge of the download times and think
times as illustrated in Figure 16. The hints are used to save
energy by managing the states of the WNIC. An application-
specific energy optimization technique that enables a single
(or few) burst of data transfer for an application over the
WLAN interface has been proposed in reference [124]. The
technique has been modified in reference [125] to estimate
the idle periods of WINC cards so that it is applicable to a
class of applications, rather than a single application.

Download intervals
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Fig. 16. Application-level Traffic Model.

The energy saving techniques in references [118], [116]
and [119] use inactivity timers to decide when to switch off
the WNIC. Stemm and Katz [118] use knowledge of applica-
tion behavior to compute the timeout duration. Kravets and
Krishnan [116] use an Indirect-TCP architecture [117] and
buffer data at the AP while the user device is switched off.
On the other hand, Yan et al. [119] estimate the interarrival
times in a dynamic fashion to switch off the WNIC card.

Woesner et al. [110] have shown that the ATIM window
size critically affects throughput and energy consumption,
and a fixed ATIM window does not perform well in all situ-
ations. A too small ATIM window size may not allow a user
device to successfully transmit ATIM frames to announce its
buffered data frames, thereby degrading throughput. On the
other hand, if the ATIM window is too large, there would
be less time for actual data transfer. Moreover, large ATIM
windows can also result in higher energy cost since all nodes
remain awake during the ATIM window.

Jung and Vaidya [109], [115] propose a dynamic mecha-
nism for choosing an optimal ATIM window size for energy
saving in the DCF mode in an IBSS (Independent Basic
Service Set) with the following characteristics:

• Dynamic ATIM window adjustment:Every user device

independently chooses its own ATIM window size based
on observed network conditions.

• Longer sleep time:A WNIC card enters thesleepstate
after completing the announced data transfers, rather
than stay awake for the entire duration of a beacon
interval.

We draw the attention of the reader to two important aspects
of the above study: (i) evaluation of their technique is based
on NS-2 simulations; and (ii) the proposed power saving
mode does not work well with TCP traffic.

A number of proposals have been made to put a WNIC
card to the sleep state after overhearing an RTS (Request-to-
Send) or a CTS (Clear-to-Send) frame [111], [112], [113].
The technique in reference [111] needs a separate control
channel to determine when to power off the second, data
transfer channel and for how long. The technique in reference
[113] is for sensor networks and it fragments long messages
into many small fragments. The technique in [114] requires
two time slots for beacons to be transmitted in each beacon
interval: an ETS (Earlier Time Slot) beacon and an LTS (Late
Time Slot) beacon. Presence of data traffic is announced in
an ETS beacon, whereas, if no node has data to transmit, the
LTS beacon is used to announce a sleeping period for all.
This approach leaves less time for data transfer in a beacon
interval, and heavily relies on all nodes having zero network
traffic at the same time – an event whose probability is very
low.

Anastasi, Conti, Gregori and Passarella [126] propose a
Cross-layer Energy Manager (XEM) that dynamically tunes
its energy-saving strategy based on the application behavior
and network parameters. The general idea of the XEM
technique has been illustrated in Figure 17 and summarized
in the following:

• The technique assumes that the MAC level behavior
can be described by an alternating sequence of network
activity bursts and idle times, as illustrated in Figure
16. A burst represents data that are downloaded after
the user device has sent a request to the fixed host on
the Internet. It is further assumed that the first segment
of a burst is sent by the user device, and it can be easily
detected at the user device and identified by the request
sent by the client application.

• Detection of the start of a think interval is performed
in two different ways:agent based [124] andtimeout
based [125]. In the first approach, anagenton the user
device spoofs the web traffic generated by the user
[124]. For each web page, the agent is aware of the
set of files composing the page. Once all the files have
been downloaded, a think time is assumed to start. In the
secondtimeout based approach, if no data is received
by the user device after one TCP RTT (round-trip time),
it is assumed that a user think time has started.

• During think intervals, XEM lets the device stay in the
off mode.

• When an application-level request is detected, XEM
switches the device to the standard PSM mode.



• XEM is able to achieve energy saving between 20% and
96% with respect to the standard PSM.

PSM: Power Saving Mode

..........

Detection
Unit

OffPSM

Switch

Time

Network traffic Observe

XEM

..........

XEM: Cross−layer Energy Manager

Fig. 17. The Conceptual Model of XEM [126].

C. MAC-level Download Scheduling by Access Points

In Section VI-A we discussed the power saving strategies
in the IEEE 802.11 (WLAN) standard and some of its
enhancements. Two key attributes of those strategies are as
follows:

• Power saving in user stations (STA) is achieved due
to the STAs themselves making decisions to put their
WNIC cards into sleep or off modes, and the STAs are
assisted by the AP.

• The STAs try to maximize power saving for themselves,
without consideration for other STAs.

On the other hand, Lee, Rosenberg and Chong [136] propose
an AP-centric power saving scheme:

• The AP is given a more central role in scheduling
transmissions on the downlinks for more power saving.

• The scheme aims to minimize the total energy consump-
tion due to communication of all the STAs, rather than
the energy cost of individual devices.

A generic power management model (GPMM) has been
introduced in [135] and further studied in [136]. They assume
that the downlink and the uplink are separated, and the AP
is in full control of the downlink. A STA can associate with
the AP either in normal mode or in the GPMM mode. In
the normal mode, an STA stays awake all the time. All the
STAs are assumed to be GPMM enabled. A burst period is
composed ofΛ (= L+1) timeslots: one for transmitting the
TIM and L for scheduling data packets. TheAP schedules
which STAs are going to receive their buffered packets in
the coming BP using its own scheduling policy; next, the AP
prepares a TIM and transmits a beacon packet when the time
comes. It is further assumed that the STAs have to wake up at
the beginning of each BP to listen for the TIM. If the bitmap
for an STA is not set in the TIM, then the STA goes back to
sleep immediately. Otherwise, the STA remains awake until
the last packetscheduled for it in this BP is delivered. The
MAC layer uses the concept oflast packetto be able to
transmit a long PDU (protocol data unit) from its upper layer
by segmenting it into many smaller packets. The STA knows

whether or not a packet is the last one by inspecting the
MORE DATA bit field in the packet header. After receiving
the last packet in this BP, the STA goes into sleep mode. It is
assumed that the idle mode power consumption (PIDLE) of
an STA is the same as the receive mode power consumption
(PRX ), and the sleep mode power consumption is negligible.
It is further assumed that the energy consumption due to state
change is negligible, and a timeslot is long enough for the
AP to transmit one data packet. Data packets arrive at the
AP continually, and packets arriving in a BP are scheduled
for transmission in or after the next BP.

The scheduling problem has been formulated as an opti-
mization problem: find an optimal scheduling discipline that
minimizes the average total power consumption of all the
STAs per BP. In other words:

minimize Ē = lim
P→∞

1

P

P
∑

q=1

M
∑

j=1

Eq
j , (9)

whereP is the number of BPs,M is the number of STAs,
andEq

j is the energy consumption of thejth STA during the
qth BP. To optimize power consumption, they have developed
two heuristic policies: (i) Longest Processing Time in select-
ing stations, Shortest Processing Time in scheduling packets
(LPTSPT); and (ii) Dynamic Energy Efficient Semi-work-
conserving (DEES). The performance metrics of interest (see
Table I) are: the average energy consumption per time slot
(denoted byETS), the average delay (denoted byE[D]),
and the optimal value of the lengh of BP (denoted byΛopt),
whereM is the numbers of STAs,ρ = λ.M , λ is the packet
arrival rate (number of packets/slot time),Q = dN/Le, and
N is the total number of packets buffered at the AP.

Performance Metrics LPTPTS DEES

ETS
M
Λ

+
ρ(ρ.Λ+1)

2
M
Λ

+
ρ(ρ.Λ+Q)

2.Q

E[D]
(ρ+1)

2
Λ + 2

(ρ+Q)
2

Λ + 2

Λopt

√

2.M
ρ

√

2.M.Q
ρ

TABLE I

MODELS OFPERFORMANCEMETRICS OF THEGPMM MODEL [136].

The two policies have been analytically modeled and
extensively simulated to study the energy saving and delay
performance as functions ofoffered load(ρ), length of BP
(Λ), andnumber of stations(M ). They have shown how to
dimension the optimal length of BP (Λopt).

Stine and Veciana [139] have proposed three alternative
directory protocols that may be used by an AP to coordinate
the transmission of data and the dozing of STAs. They
try to optimize the power consumption of STAs by using
scheduling and protocol parameter tuning. Their overall
strategy is as follows: the AP first learns what traffic needs to
be transmitted in a contention period (CP) and then directs
the transmissions in a contention free period (CFP). They
assume that the AP has learned ofk transmissions in the CP,
and focus on the CFP portion. They determine the control,
scheduling, and error handling schemes that offer the best



energy conservation for the delivery of thosek packets. The
AP manages transmissions by broadcasting a directory – and
the purpose of directories is two-fold: (i) manage who has
access to the channel; and (ii) help STAs not involved in the
transmissions to doze. A variety of directory structures have
been proposed. At the very least, the directory identifies all
transmitters that will be active during the subsequent CFP.
At most, the directory will list the source and destination of
all transmissions, their sizes, and the order in which they will
take place. With this information, nodes can make informed
decisions on when they may doze. The directories fall into
two broad classes:traffic indication maps(TIM) and traffic
lists. The AP assigns every STA a position in the bitmap
when the STA first associates with the network. Depending
on the number of bits used in each position of the TIM,
a TIM may indicate which nodes will participate in a data
exchange, whether they will transmit or receive, or even how
many data exchanges they will make. The TIM does not
normally indicate the order of transmissions or with whom
the data will be exchanged. Consequently, the AP is required
to direct each transmission during the CFP using a POLL
packet. On the other hand,traffic listsprovide all information
about the CFP: each transmission has an entry in the list –
and an entry specifies the source and the destination of each
transmission and its duration. The tradeoff between TIMs and
traffic lists are the length of the directory itself, the overhead
to control transmissions, the amount of information that is
available to help nodes to doze, and the ability of the protocol
to adapt to transmission errors. Four kinds of traffic have
been identified as follows:

• Type I: This is peer-to-peer traffic among STAs.
• Type II: This represents data traffic to and from a AP.
• Type III: This is downlink traffic from a AP.
• Type IV:This is uplink traffic to a AP.

They model the transmission time and energy consumption
of the 1-bit TIM, multiple-bit TIM, and list protocols for
Type III and IV traffic. Type II traffic is considered to
be a combination of Type III and IV traffic. For Type I
traffic, four scheduling algorithms have been presented. They
observed that scheduling transmissions between the same
nodes contiguously and ordering such transmissions shortest-
processing-time-first (SPTF) results in good performance.
The most critical feature that contributes to an access proto-
col’s effectiveness in power saving is its ability to minimize
the time it takes to inform STAs that they may doze. The
mathematical model introduced by Chlamtac, Petrioli and
Redi [144] to analyze centrally controlled access protocols
has been utilized in [139].

The Energy Conserving MAC (EC-MAC) protocol pre-
sented in references [143], [142] also uses the AP to put the
STAs to lower energy states. The EC-MAC protocol provides
a list mechanism to schedule data transmissions between the
base station and the STAs. After the list (i.e. the schedule)is
transmitted, the STAs in the network are awake only during
the periods that they exchange data. The mechanism performs
efficiently when data to or from the same STA are sent in

contiguous slots because of the time it takes for nodes to
transition between states.

Havinga and Smit [137] have proposed a TDMA (time
division multiple access) based energy efficient MAC pro-
tocol in which the AP schedules packet transmissions. The
physical channel is divided into time slots, a data packet can
span multiple slots, STAs can reserve slots for connections,
and a frame consists of a certain number of slots. AQoS
managerrunning on the AP receives transmission requests
from the STAs. The QoS manager establishes, maintains, and
releases wireless connections between the AP and the STAs,
and it broadcasts a schedule so that the STAs know when
they should transmit or receive. In the scheduling of the MAC
protocol they apply the following two mechanisms to reduce
the energy consumption:

• Mobile grouping strategy:This strategy means that an
STA has a concatenated uplink and downlink phase, and
that the transceiver will enter a low power mode for the
remaining time of a frame.

• Schedule traffic in bursts:This strategy allows a
transceiver to stay in a low-power mode for an extended
period of time. Essentially, it enables frequent switch-
ing among the different modes of operation, namely,
transmitting, receiving, idle, and sleep.

The QoS manager assigns bandwidth and determines the
required error coding for individual connections. The same
authors argue in reference [138] that QoS mechanisms are a
tool to achieve energy efficiency in multimedia systems.

D. System Level Power Management of WNIC Cards

Simunic et al. [179] have studied a system-level joint
power management and power control strategy for WLAN
interface cards. For power management, they consider four
states of WNIC cards: two active states, namely,transmit
and receive, and two low power states, namely,doze and
off. Doze mode consumes much less power than the active
states, and it can be entered into and exited from with a
small performance penalty (e.g. 0.8ms). When a WNIC card
is off, it consumes no power, but it takes longer (e.g. 60ms) to
enter into an active state. A power manager (PM) observes
the workload (e.g. the input queue to the WNIC card) of
the system and decides when to put the WNIC card in its
off state. They define the concept ofrenewal timeof the
system as the last time the system entered the doze state.
The problem of power management policy optimization is
to determine the optimal distribution of random variableΓ
which specifies when the transition from the doze state to off
state should occur from the lastnenewal time. Γ is assumed
to take on discrete values in[0, h, 2h, . . . , jh, . . .), wherej
is an index of time from reset state andh is a fraction of the
time it takes for a system to make a transition from doze to
off. Smaller the value ofh, more accurate is the solution. By
using renewal theory they formulate an optimization problem
by means of liner programming to minimize the average
number of jobs waiting in the input queue of the WNIC card.
Thus, the goal of their power management optimization is



to minimize performance penalty under energy consumption
constraint. The optimal solution is a table of probabilities
p(j), wherep(j) is the probability of transition from doze to
off at time jh. Now the power manager works as follows:

• As soon as the system enters the doze mode (this occurs
when the WNIC has no transmit or receive task), the PM
starts keeping track of the elapsed time.

• The decision to turn off the WNIC card is evaluated
at jh for which the table givesp(j) > 0. For each
p(j) > 0, the PM generates a random number. If the
number generated is less thanp(j), the WNIC card is
switched off. Otherwise, the card remains in the doze
state until the next evaluation or there is a need to make
a transition to an active state.

• Once the card is switched off, it stays off until a need
arises to turn on the card.

On the other hand, the WNIC card performs power control
by adjusting its transmission power level with support from
the AP. Essentially, the AP measures the receivedsignal to
interference and noise ratio(SIR) andbit error rate (BER)
and calculates the transmit power level for each user at each
time instantt. In summary, the proposal [179] saves energy
in two additive ways: (i) by switching off the WNIC card
from time to time and (ii) using less energy in its active
state.

Simunic et al. [85] have presented the time-indexed semi-
markov decision process (TISMDP) to turn off components
to save energy for non-exponential user request interarrival
times. Simulation results showed large saving in energy for
three components: SmartBadge portable device and Sony
Vaio laptop hard disk and WLAN card. Specifically, the
TISMDP model resulted in three times less energy consump-
tion compared to the default algorithm for the WLAN card.

E. Multi-radio Interfaces

Raghunathan et al. [190] have proposed the idea of a
wireless personal server to readily store and access the data
and appplications users carry with them through commonly
found interfaces. A personal server is void of display and
keyboard, but is equipped with multiple radio interfaces with
varying capabilities. For example, a personal server can have
a WiFi link and a Bluetooth link. On the one hand, the
WiFi link is more efficient for bulk data transfers in terms of
energy per bit transferred, bit it has a high idle power drain
and state transition overhead. On the other hand, Bluetooth
consumes low power, but it does not support high data rate.
System designers can combine the advantages of the two
radio technologies to support high data rate with a lower
idle power consumption. Device discovery and connection
establishment can be performed with Bluetooth, and data
transfer can be done with WiFi.

We remind the reader that we are excluding the discussion
of energy saving protocols for ad hoc networks (e.g. [140]
[141]).

F. Power Management in WiMAX Subscriber Stations

The IEEE 802.16e standard, commonly known as
WiMAX, is an emerging broadband wireless access system
and defines both physical and MAC layers for combined
fixed and mobile operations [127]. Since a mobile user
device, called a Mobile Subscriber Station (MSS) in WiMAX
parlance, is powered by battery, asleepmode operation has
been specified in the MAC protocol. The alternatingwake
andsleepmodes of operation of an MSS has been illustrated
in Fig. 18. The WiMAX standard defines three different types
of Power Saving Classes (PSC) as follows:

• PSC I: Power saving for best effort and non-real-time
variable bit-rate applications.

• PSC II: Power saving for real-time applications.
• PSC III: Power saving for multicast and management

connections.

Note that the above power saving classes are essentially
different sleep mode operations of MSSs. The first two sleep
modes are about data traffic, whereas the third one is for
management procedure. A class can be activated by either
an MSS or the base station (BS) as follows:

• MSS initiated procedure: The MSS sends asleep request
(MOB-SLP-REQ) message to the BS with the following
sleep parameters: the initial sleep window (Tmin), the
final sleep window (Tmax), and listening window (L).
The BS can accept, refuse, or change those parameters
in a sleep response(MOB-SLP-RSP) message. After
receiving a confirmation, the MSS can enter the sleep
mode.

• BS initiated procedure: In this procedure, anunsolicited
sleep responsemessage is sent by the BS to the MSS,
and the parameters cannot be re-negotiated by the MSS.

In order for the BS not to send data to an MS during its sleep
windows, the BS is required to keep onepower saving sleep
class, which is uniquely identified by a sleep ID (SLPID).
The idea of SLPID will be used later in this section to explain
power saving. A class can be deactivated by either the BS
or an MSS as follows:

• Deactivation by MSS:This is done when the MSS
detects uplink traffic, and it is performed by sending
a special MAC header containing information about the
amount of backlogged data.

• Deactivation by BS:A BS deactivates a class only
during a listening window of the MSS, and this is done
by sending a positivetraffic indicator (MOB-TRF-IND)
message to the MSS during a listening window.

As illustrated in Fig. 18, an MSS comes out of its sleep
mode from time to time to listen for the traffic indication
message called MOB-TRF-IND and broadcasted from BS.
The message indicates whether there is data addressed to the
MSS. If MOB-TRF-IND indicates an absence of data for an
MSS, then the MSS continues to sleep after the listening
interval L. Otherwise, the MSS makes a transition to the
wake mode. A sleep interval plus the following listening
interval is known as a cycle. If an MSS continues to sleep



after not finding an indication of data in a MOB-TRF-IND
message, it doubles the sleep duration in its following sleep
cycle, and the maximum sleep duration saturates atTmax. In
other words, the duration of sleep interval in thenth cycle
is given in Eq. 10.

Tn =

{

Tmin, if n = 1
min(2n−1.Tmin, Tmax), if n > 1

(10)

L: Fixed length listening window
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Fig. 18. Wake and Sleep Modes in IEEE 802.16e.

In case there are incoming frames to a sleeping MSS, the
device exits from the sleep mode in thenextlistening interval.
On the other hand, if an outgoing frame reached the MAC
layer during the sleep interval, the sleep mode is terminated
immediately. Xiao [128] has modeled the expected time spent
by an MSS in its sleep mode for Poisson arrival of frames at
the base station for the MSS, but it does not consider frames
to be uploaded to the base station. Zhang and Fujise [129]
give an analytic model of power consumption for applications
with both up stream and down stream data. Jang, Han and
Choi [130] propose to makeTmin and Tmax adaptive to
traffic types. For constant bit-rate (CBR) traffic, they propose
to computeTmin based on average packet inter-arrival time
(TI ). On the other hand, for FTP (File Transfer Protocol)
traffic, they suggest to compute the values ofTmin andTmax

based onqueue emptytime. Kim, Kang and Choi [131] have
modeled theenergy consumptionand frame response delay
as functions ofTmin, Tmax, and TI . Energy consumption
is expressed in terms of listening intervals, sleep intervals,
and energy costs per time units in those intervals. Frame
response delay is the average elapsed time between the
arrival of a frame at the BS (or, MSS) MAC layer and
the completion of transmission of the frame to the MSS
(or, BS) [134]. They show that a largerTmin consumes
less energy but leads to longer frame response delay. When
they setTmin > TI , energy consumption does not reduce
significantly, but frame response delay sharply increases.On
the other hand, whenTmax is a half of TI or Tmax is
equal toTI , energy consumption is not very high and frame
response delay is moderate. Nga, Kim and Kang [133] give
an algorithm to quickly find the optimal value ofTmax in
order to minimize the energy consumption with respect to a
given frame response delay constraint. Han, Ming and Jeong
[132] model energy consumption and frame response delay
due to PSC I and PSC II. They conclude that small values of
Tmin (1 or 4 frames) can make PSC II reduce the response

time greatly (up to 80% to 99%) at not much expense of the
energy efficiency. Moreover, ifTI is small, very small values
of Tmin does not much sacrifice the energy efficiency while
preserving a very low frame response time.

Anastasi et al. [134] have introduced the concept ofidle
time (T idle) to reduce energy consumption and frame re-
sponse delay. TheT idle parameter is used to detectinactivity
by both the BS and MSS as follows. When a MAC Service
Data Unit (MSDU) belonging to a connection of a SLPID
(sleep ID) is received by the MAC layer, a timer is started
equal toT idle frames for that SLPID. On the other hand,
if another instance of the same timer is running, then it is
reset to the initial valueT idle. When the timer expires it is
assumed that the connections of that SLPID will continue
to remain idle for more time, and a power saving class is
activated. Their simulation studies have shown thatTmax =
256 gives a good trade-off between delay and energy saving.
Also, T idle should be set as low as possible since it affects
only slightly the delay, but has a noticeable effect on energy
saving.

VII. PROXY ASSISTEDENERGY SAVING IN HANDHELD

DEVICES

A proxy is a request and content processing machine
appearing between the server and the base station as illus-
trated in Figure 19. A proxy can be located anywhere in
the communication network between the server and the base
station, but it is generally located close to a base station
and on the same access network as the base station. A
proxy works as an intermediary between mobile hosts and
streaming servers. Applications running on the mobile user
device send requests for streaming media objects to the local
proxy. In this section, we discuss how a number of different
kinds of proxies enable handheld devices to save energy.

A. Energy Saving with a Transforming Proxy

Shenoy and Radkov [65] have proposed the concept of
an object transformation proxy to save energy in handheld
devices. The proxy services a request locally if the requested
object is cached or fetches the object from the server if the
cache does not have it [65]. In both the cases, the object is
transformed by the proxy to make the device energy-efficient.
To enable the proxy to transform the objects, the device sends
three parameters to the proxy:

• the available energy budget for decoding (Êdec),
• the available energy budget for reception (Êbw), and
• the maximum spatial resolution (R̂) that it can support.

Given the types of the CPU and the radio interface on the user
device, the proxy is in a position to translate the decoding
enegy budget into CPU time that the device is willing to
spend and the reception energy budget into the size of the
object that the device is willing to receive. The authors have
proposed two techniques to reduce the energy consumption
of a user device while it is downloading streaming objects.

• First, reduce the original size of an object to an appro-
priate size constrained by the amount of energy the user



device is willing to spend in decoding and receiving the
object.

• Second, enable the user device to put its radio module
into the power-saving, doze mode of operation by
“intelligently” transmitting individual data packets so
that the user device knows the arrival times of those
data packets and goes into the doze mode.

Power-friendly Transformation: To reduce an original
object to a desired size, they give two models for the decode
energy cost (Edec) and reception energy cost (Ebw) of video
frames for a one-second interval at timet as follows:

Edec(t, t+ 1) = c1.

(t+1).p−1
∑

i=t.p

D(fi), t = 0, 1, 2, ... (11)

Ebw(t, t+ 1) = c2.

(t+1).p−1
∑

i=t.p

S(fi), t = 0, 1, 2, ... (12)

where c1 and c2 are constants,S(fi) is the size of frame
fi, D(fi) is the decode time offi on the client device,
and p is the play rate of frames. After determining the
energy requirementsEdec and Ebw and the spatial res-
olution (R) of the original stream, the proxy transforms
the stream ifEdec > Êdec, Ebw > Êbw, or R > R̂.
Frames are transformed in each one-second interval where
the device-specified constraints are exceeded to generate a
new stream of frames such thatc1.

∑(t+1).p−1
i=t.p D(fi) ≤

Êdec, c2.
∑(t+1).p−1

i=t.p S(fi) ≤ Êbw, and spatial resolution is
less thanR̂. A key challenge for a proxy to transform frames
is to estimate the energy cost of decoding frames on the user
device. They give an empirical model of the energy cost of
frame decoding on a user device.

If an MPEG stream does not satisfy the client-specified
parameters, the proxy transforms the stream to meet the
energy consumption (̂Edec, Êbw) and the spatial resolution̂R.
A key functionality of the proxy is to determine transcoding
parameters to produce the transformed stream. The transcod-
ing process essentially degrades the stream quality to meet
the client needs in terms of energy cost. Video stream quality
can be degraded along two dimensions:spatial resolution
(i.e. picture size) andchroma resolution(i.e. picture quality).
Shenoy and Radkov give an algorithm that searches various
combinations of spatial resolutions and chroma resolutions
by degrading along each dimension in each step until it
finds an appropriate combination of the two. Essentially, for
frames in each one-second interval, the algorithm uses the
energy-cost models to examine the energy requirements for
various combinations of spatial and chroma resolutions, picks
one that satisfies the client needs, and invokes a transcoder.
The algorithm produces frames with constant resolution but
varying picture quality to make the video more pleasing to
the eyes.

Power-friendly Transmission: This means assisting the
user device in predicting packet reception, because a better
prediction leads to greater energy saving by allowing the

User Device
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Fig. 19. A Model for Proxy-Assisted Energy Saving. The dotted lines
represent flow of data and control packets.

device to put its radio module in the doze mode for longer.
The authors present two ways to make reception predictable:

• Proxy-based smoothing:Video streams employing com-
pression formats such as MPEG can cause a variable bit
rate (VBR) transmission from the base station, making
it difficult for a user device to predict the next transmis-
sion. The proxy transforms the VBR data stream into
a constant bit rate (CBR) stream within an intervalI
by setting the data rate to

∑

i∈I S(fi)/I. With such an
approach, a client device needs to estimate the arrival
time of each packet and switch on its interface before
the first bit of the packet arrives. One technique to
predict the arrival time is to maintain a history of packet
inter-arrival times and use the mean inter-arrival time
(A) of the previousk packets to predict the arrival time
of the next packet. If the previous packet was completely
received at timet, then the predicted arrival of the next
packet ist + γ.A, where 0 ≤ γ ≤ 1. The value of
γ represents how conservative or aggressive the device
wants to be.

• Proxy-assisted prediction:In this approach, all frames
within an intervalI are transmitted in one burst, fol-
lowed by acontrol packetspecifying the start time of
the next burst of frames. Specifically, if the proxy starts
transmitting the next burst at timet, the user device
goes into the active mode att+γ.d, whered is the link
delay between the proxy and the user device.

The proxy-assisted approach yields an idle uptime of 2-20%,
whereas the proxy-based smoothing yields an idle uptime of
15-35% – smaller idle uptime means larger energy saving.
Compared to an always-on radio module, the power-friendly
transmission results in 65-98% energy saving in its radio
module.

B. Backlight Control Based on Display Data Analysis

Cornea, Nicolau and Dutt [157] have proposed a technique
for reducing display energy by analyzing video frames.
Display energy is saved by simultaneously dimming the
backlight while increasing the luminance of the image in
order to compensate the lost brightness due to dimming
the backlight. Brightness compensation can be performed
for each individual pixel color (Red, Green, and Blue),
and they propose to multiply all pixels in the image by a



constant amount to maintain the same perceived intensity
(I): I = ρ × L × Y , whereρ is the transmittance of the
LCD panel, andL and Y are the luminance of backlight
and displayed images, respectively. Brightness compensation
may lead to loss of picture quality due to pixel saturation.
Therefore, picture quality degradation is defined in terms of
the percentage of pixels in the high luminance range to be
clipped (their luminance is represented by a lower value.) In
many cases, one can safely allow clipping for some pixels
without noticeable loss of video quality while saving much
display energy. The technique is applied at the server or
proxy as follows:

• Identify the scenes in a movie: a scene is a sequence of
video frames in which the maximum luminance levels
do not vary significantly.

• For each scene compute the required brightness level
of backlight and annotate the information to the video
stream.

Their results show that up to 65% of backlight energy can be
saved through the aforementioned technique, with minimal
or no visible quality degradation.

C. An HTTP-level Power Aware Web Proxy (PAWP)

Normally a user device puts its WLAN card in the sleep
state (i.e.dozemode), if there is no communication activity
for a predetermined interval ofTtimeout, which is about 100
milliseconds. If data frames arrive at a user device from
an access point with arbitrary time gaps between them, a
user device cannot take full advantage of energy saving in a
WLAN card in its doze mode. Rosu, Olsen, Narayanaswami
and Luo [66] propose the concept of a power aware web
proxy to enable a user device to put its WLAN card in doze
mode for longer durations. A PAWP is located on the access
network as illustrated in Fig. 20, and it works as follows:

A PAWP splits up a WLAN client-server TCP connection,
buffers web pages requested by the device, and aggressively
prefetches all the embedded objects in the pages. Conse-
quently, data traffic between an AP and a user device is bursty
in nature and the idle periods of communication between the
two become longer, rather than fragmented, and the long
idle periods result in longer sleep times and more energy
saving for the WLAN card. The proxy works at the HTTP
level, rather than the TCP level, allowing to exploit traffic
information that is available only in the application layer.

Figure 20 shows the architectural details of a PAWP
with four modules: client-side module, decision module,
global state module, and server-side module. The client-side
module accepts HTTP requests from user devices, and it
builds a response if the requested objects have already been
prefetched. If the requested objects have not been prefetched,
the request is added to the data structure of the global state
module. The server-side module handles interactions with
remote servers: manages TCP connections, constructs HTTP
requests, adds HTTP responses to the global state module,
parses the responses to generate prefetch requests for the
embedded objects and adds them to the global state. Every

time the client- or server-side module changes the global
state module, the decision module is activated. The decision
module determines when a client request can be forwarded
to the server, when a response can be sent to the use device,
and when to reuse a TCP connection. The behavior of the
decision module is controlled by an extensible set of rules.

A user’s perception of page viewing quality may degrade
because of data buffering at the PAWP. This is addressed
by applying application-level rules in the decision moduleto
shape user traffic: (i) data is released to the user device if it
is available before the WLAN card switches topower save
mode, which is computed as the last time a client request was
received plusTtimeout; (ii) no object is delayed for more
than a maximum delay, calledMaxDelay; (iii) whenever
more thanMinObjects number of objects are ready to be
sent, they are forwarded to the client; and (iv) if enough data
is buffered to justify the overhead of switching the WLAN
to the active mode, data is forwarded to the access point.
The authors performed a large number of experiments with
popular sites, such asCNN, NY Times, BBC, Amazon, eBay,
Citibank, andAmerican Express, and reported energy saving
for the WLAN cards on PDAs between 9% and 61%.
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Fig. 20. Architecture of a Power Aware Web Proxy.

D. A Power Aware Streaming Proxy (PASP)

Rosu, Olsen, Luo, and Narayanaswami [67] have extended
the PAxP (Power Aware x-Proxy) architecture to handle
RTSP (Real Time Streaming Protocol)/RTP (Real Time Pro-
tocol) multimedia streams tunneled over HTTP. The extended
proxy is called Power Aware Streaming Proxy (PASP). The
tunneling process has been illustrated in Figure 21, where a
client opens two TCP connections with a multimedia server
by means of thePOST and GET HTTP commands. The
key difference between the PAWP and the PASP proxies is
explained as follows:

• The PAWP architecture shapes traffic between an AP
and a client device to be bursty, thereby making the
lengths of idle times of communication to be longer,
whereas the PASP proxytransformsthe server-to-client
multimedia stream to adapt it to client capabilities:
the current WLAN link bandwidth, screen resolution,
computing resources, and battery energy left.

• To hide the effects of stream transformation from the
media server, PASP intercepts and alters the client-to-
server stream tunneled on the POST connection.



Figure 22 shows the architecture of the PASP proxy with
four modules: the client-side module, the server-side module,
the stream transformation module, and the monitoring and
control module. The first two modules are similar to the
corresponding modules of the PAWP proxy. In addition,
the client-side module collects information about the link
bandwidth between the AP and the user device. The trans-
formation module handles streams between client and server,
in both ways. The monitoring and control module selects
the stream transformations using available information. PASP
performs the following transformations on the media stream:

• It forwards only the video layer that is most appropriate
for the client rendering capabilities.

• It selectively drops the B- and P-video object planes
while forwarding as many I-planes as it can.

• For streams with multiple video object planes (e.g.
synthetic video), it may apply different transformations
to different objects. For example, objects that are too
small to be displayed on a mobile device screen may
be deleted from the stream.

• Individual video packets can be dropped from a stream.
No further details about the performance of the PASP proxy
have been reported by the authors.
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E. Proxy Caching for Streaming Media Delivery

A proxy is located near end-users between servers and
users as illustrated in Fig. 19. If a data object is popular and
it is expected to be downloaded by many users, it is useful
to cache the data object on the proxy. Users receiving text-
based objects can tolerate network delay and jitter, but jitter

is annoying and it can drive clients away from streaming
services. Partial caching approaches have been developed
since full-object caching is not feasible for streaming objects
[76]. A caching strategy becomes more useful if it can serve
many users for a long period of time. In other words, if a
cached object remains unaccessed for a long time, it simply
takes up storage space with no use. The idea of partial
caching is commonly adopted in caching streaming objects
to tackle the storage problem due to full caching [77]. The
typical partial caching techniques are categorized into two
groups, also called dimensions, as follows [68]:

• Viewing Time Domain:The techniques falling in this
category advocate the caching of the first few objects of
a stream to reduce the client perceived startup latency.
The subsequent objects are fetched while playing the
initial objects.Prefix caching, uniform segmenatation,
and exponential segmentationare typical techniques
with a focus to reduce startup latency.

• Quality Domain:In this category, streams are organized
in the form of multiple layers and multiple versions.
Layered caching requires media objects to be layer
encoded to enable the caching of the base layer, while
enhancement layers are downloaded if there is network
bandwidth. Multiple version caching statically caches
different versions of a media object with different en-
coding rates, each one corresponding to a specific type
of client network. After a proxy knows about the client
type, the corresponding version is streamed.

Thus, a good caching strategy needs to be adaptive to
dynamically changing popularity of objects. Chen et al. [68]
have proposed two techniques to make a streaming proxy
adaptive: (i)adaptive and lazy segmentation; and (ii) active
prefetching. The first technique identifies and caches the
most popular segments of each media object in the proxy,
thereby maximizing cache utilization. The second technique
proactively prefetches the uncached segments which clients
are very likely to access. The caching techniques have not
considered the energy saving aspect of user devices.

F. Streaming Audio Proxy

Anastasi et al. [70] have proposed a proxy architecture and
an energy-efficient streaming protocol to minimize the energy
consumption of the Wi-Fi interface on a device. The proxy
service runs on access points (AP), as illustrated in Figure23.
The data path between the streaming server located on a fixed
host on the wired network and the mobile device is split at the
proxy on the AP. Real-time data is encapsulated inReal Time
Protocol (RTP) packets [71] while control information are
exchanged with theReal Time Streaming Protocol(RTSP)
[72]. The TCP-Friendly Rate Control (TFRC) protocol [73]
is used to control network congestion, because the underlying
transport protocol UDP (User Datagram Protocol) does not
perform congestion control. RTP and RTCP (Real Time
Control Protocol) [74] packets carry TFRC information.

The Real Time Power Saving(RT PS) protocol running
on top of UDP and between the device and the AP is key to
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Fig. 23. Streaming Proxy Architecture.

energy saving. The proxy component of theRT PSprotocol
employs an ON/OFF model, as illustrated in Figure 24, and
the protocol works as follows:

• Calculate the initial playback delay.
• Keep track of the WLAN bandwidth and the level of

the user buffer.
• Keep transmitting in the ON state as long as the WLAN

bandwidth is high. If the WLAN bandwidth becomes
low, send a command to the client to switch off its
wireless network interface card (WNIC) and move to
OFF state. By monitoring the buffer level and knowing
the play rate the proxy knows how long the WNIC can
sleep.

• When the playback buffer falls below a threshold, make
a transition to the ON state.

The client component of theRSPS protocol works as fol-
lows:

• Request the proxy for an audio file. Let the proxy know
the buffer size. Start playback after an initial delay.

• Let the proxy estimate the WLAN bandwidth currently
available.

• Put the WNIC to sleep mode when asked to do so by
the proxy, and bring it back to ON when the sleep time
elapses.

The authors implemented a prototype of the proxy and
performed experiments to show that the technique allows
energy saving from 76-91% of the total consumption due
to the network interface while maintaining a good user-
level quality of service. The fraction of frames discarded
by the proxy – those frames were estimated to arrive late
for playback – or lost during transmission was below 5% of
the total frames, and this fraction is considered acceptable
because up to 20% loss in audio streaming is acceptable if
loss concealment techniques are used.

VIII. S OURCE-LEVEL POWER CONTROL

All of the power saving strategies discussed in Section
VII share a common attribute, namely, proxy-assisted power
saving. In other words, a proxy running between a client
device and a media server assists the client device in moving
its WNIC to sleep state. On the other hand, in this section, we
summarize the energy saving strategies applied at the media
sources on application servers.

WNIC: Wireless Network

ON

WLAN bandwidth is high: Continue transmitting.

WLAN bandwidth is low: Command
the user WNIC to sleep for a given duration.

OFF

Client buffer level falls
below a dynamic threshold.

above a dynamic threshold.
Client buffer level remains

              Interface Card

Fig. 24. The ON/OFF Model of the Streaming Proxy Architecture.

A. Remote Power Control from Servers

Acquaviva, Simunic, Deolalikar and Roy [69], [78] have
proposed aproxylessapproach to enabling a client to move
its WNIC to sleep state. In this approach, they exploit the
server knowledge of the client workload, traffic conditions
and feedback information from the client to perform traffic
shaping over the wireless interface so that the client device
can put its WNIC to sleep to save energy. The architecture
of the server-assisted strategy has been illustrated in Figure
25. The architecture involves a power manager (PM), called
Client PM, running on the client device and another power
manager, calledServer PM, running on the server. The two
managers exchange power control information through a
dedicated TCP connection, whereas the client application and
the server application use a separate protocol/connectionto
communicate. TheClient PM interfaces with the network
driver of the client device, the local client application, and
the remoteServer PM. On the other side, theServer PM
interfaces with theClient PM and the server application.
TheServer PMsends power control commands to theClient
PM to: (i) switch off the WLAN; (ii) set the off time; (iii)
enable the 802.11b power policy; (iv) set the 802.11b power
management parameters, namely, the period between wake
ups and the timeout before going back to doze mode. The
Server PMperforms the following tasks:

• Client Adaptation:The Client PM informs theServer
PM about the application: input buffer size, the expected
value and variance of the service rate (that is, rate at
which the user device empties data from the buffer),
WLAN card on/off transition time, and WLAN card
status.

• Traffic Adaptation:The Server PMmonitors both the
wired and wireless traffic conditions. The server decides
when to enable the WNIC power saving mode. For
example, in light traffic conditions, the WNIC power
saving might be used instead of a switch-off policy.

• Traffic Shaping:TheServer PMschedules transmissions
to the client in bursts in order to take advantage of
the sleep state of WNIC. The burst size and delay are
precomputed at the server. The delay should be large
enough to almost empty the client input buffer, whereas
the burst size should avoid overflow while keeping the
buffer sufficiently filled. The idea is to maximize the off
time of the WNIC and reduce the number of transitions



between on and off states.

The Client PM cooperates with theServer PMas follows:

• Server Interface:TheClient PMobtains thebuffer size,
depletion rate, and backlog level from the application
and forwards them to theServer PM. The device drivers
report the transition time between off and on states.

• Device Interface:TheClient PMresponds to commands
from the Server PMby calling the appropriate device
driver functions to change the parameters of the 802.11b
power manager, switch the WLAN on/off, and read the
interface statistics such as signal-to-noise ratio.
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Fig. 25. Server Controlled Power Management.

The authors performed experiments by having the server
transmit MPEG4 video data to a portable client. The RTSP
protocol was used for session initiation and termination
between the client and server. Media data units were carried
using the RTP protocol over UDP (User Datagram Protocol).
Two kinds of benchmarks were used to evaluate the energy
saving strategy: (i) Benchmark 1 consisted of 12 bursts and
ran at 15 frames/sec; (ii) Benchmark 2 had 402 bursts and
ran at 30 frames/sec. Some frames were transmitted as single
packets, whereas others required to be transmitted in multiple
packets.

The delay between bursts, denoted byDburst, is computed
as follows:

Dburst = frame time.(
M
∑

i=1

ni

i
), (13)

whereframe time is the play time interval between succes-
sive frames,ni is the number of frames consisting ofi pack-
ets, andM is the maximum number of packets per frame.
The first benchmark yielded a delay of 4 seconds between
successive bursts. The strategy was tested on SmartBadge
IV wearable device running a streaming video application.
The strategy saved 67% of energy as compared to leaving
the client WNIC always on, and 50% as compared to the
802.11b’s built-in power saving policy.

B. Application-level Scheduling by Media Servers

Acquaviva, Lattanzi and Bogliolo [80] present two
scheduling policies to exploit the information available at the
application level to save energy. The two policies have been
developed in the context of the system model illustrated in
Figure 26. The elements of the system model and their key
parameters are explained as follows:

• Producer: This represents the source of multimedia
data and generates data packets. For each packet, three
attributes are generated – randomly or from a trace:
packet size in bytes, the frame it belongs to, and the
total number of packets representing the same frame.
Packets belonging to the same frame are produced in a
burst.

• Access Point:An AP consists of two elements, namely,
packet buffer and scheduler. The buffer is a FIFO queue
with a tunable size. If the buffer is not full, the output
packets of the producer are put into the buffer. Oth-
erwise, the packets are dropped. The scheduler moves
packets from its input queue to the buffer of the client
device. If the client device is in power saving mode,
then the scheduler remains idle, causing its incoming
packets to be queued up in its buffer.

• Wireless Channel:The wireless channel between the AP
and the user device is represented by channel latency,
loss probability, and bandwidth.

• Wireless Network Interface Card:The WNIC card is
assumed to have two operating modes:always on(ON)
or power-save protocol(PSP). The details of the two
modes have been represented as finite-state machines
(FSM) in reference [80].

• Power Manager (PM):This models the actual imple-
mentation of the power management protocol of the
IEEE 802.11b standard. The PM module generates
events, namely, ShutDown and WakeUp, to notify the
beginning and end of sleep periods.

• User Device:The user device has two key elements,
namely, buffer and consumer. The buffer models the
protocol stack buffer or the application buffer. The con-
sumer represents a streaming application, and it decides
how many packets to read within a frame period based
on the information associated with incoming packets.
Late frames and incomplete frames, caused by network
delay or packet loss, are discarded by the consumer.

The two application-level dynamic power management
(DPM) policies are as follows:

• Closed-Loop DPM:This policy has been illustrated in
Figure 27. The client buffer is monitored with respect to
two thresholds, namely,high-water mark(HWM) and
low-water mark(LWM). The server continues refilling
the client buffer. When the HWM threshold is reached,
the client tells the server to stop sending and prepares
to shut down the WNIC. It continues to receive pack-
ets until a timeout for the last packet occurs. When
such a timeout occurs, it shuts down the WNIC to
a radio-off state. The HWM value is made less than
the buffer capacity to avoid buffer overflow caused by
packet queuing at the AP. The video decoder on the
client device consumes packets from the buffer until
the level reaches the LWM, when the client wakes up
the WNIC and informs the source to resume packet
transmission. The effectiveness of the approach depends
upon the distance between HWM and LWM and on



the transmission rate of the source. The source uses
the LWM and HWM notifications to handle the packet
needs of all the clients. LWM and HWM are estimated
as follows:

LWM = (Too + Tc).λs (14)

HWM = BS.(Tm + Tc).(λa − λs), (15)

whereToo is the off/on wakeup time of the WNIC,Tc

is the cushion time used to avoid that the buffer empties
completely because of network uncertainties,λs is the
average packet consumption rate at the client and it is
given byλs = frame rate×averageframesize, BS
is the client buffer size,Tm is the time needed for the
client to send a HWM message to the source, andλa

is the arrival rate of packets.
• Open-Loop DPM:In this approach, a client does not

send the HWM and LWM notifications to the server.
Rather, the server predicts when the client buffer will be
empty by exploiting its knowledge of the workload. The
server schedules the transmission to each client in bursts
to create WNIC idle periods long enough to exploit the
radio-off state of the WNIC. The client switches off the
WNIC once the source has sent a burst that will keep the
client busy until the next burst. Theburst sizeand idle
time between bursts are decided by the source in order
to exploit the application buffer. The server transmits
a burst of data preceded by a special control packet
containing information about the burst size and the idle
timeDclient. The upper bound on burst size is given by
the application buffer, whereas the idle time is bounded
by the time taken to play a full buffer. It is important to
note that the burst size is a trade-off parameter between
energy saving and quality of application service. The
key parameters are estimated by the source as follows:

Burst size= BS −Nc (16)

Dclient = Tcons − Too, (17)

whereNc is a constant needed to avoid buffer overflow
andTcons is the time needed to consume the burst.
Experiments conducted with three independent clients
accessing the same MPEG4 server show that up to
75% energy saving in the WNIC card can be achieved
without any frame miss.
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Fig. 26. Source-level Scheduling of Streaming Data in WLANs.

C. Application-level Power Control of WNIC Card

Bertozzi, Benini and Ricco [84] have studied an
application-level, client-driven power control of WNIC cards,
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Fig. 27. Closed-loop Scheduling.

that bears some similarities with theClosed-Loop DPM
explained in Section VIII-B. Their strategy can be applied
while running an application that takes input from a buffer
filled with data downloaded from a server. An example of
such a scenario is playing a video stream. The application
entity can ask the underlying OS to switch off the WNIC
for a certain length of time while a streaming multimedia
application is in progress. The WNIC is switched off until
the playback buffer at the client is above a certain threshold.
For this technique to be effective, several issues need to be
addressed as follows:

• Network connectivity:By switching off a WNIC card
the device loses network connectivity at the physical
(PHY) layer level. Upon expiry of the switch off
periuod, the device’s PHY/MAC layer must perform
channel scanning, authentication, and association with
the AP once again.

• Synchronization:The PHY layer of a device loses time
synchronization information when the WNIC card is
powered off. When the card is powered on and an
association is made with the AP, the PHY layer must
reinitialize the synchronization information obtained
from a beacon frame.

• Power-up overhead:Much energy is consumed in the
form of a spike when a WNIC card is powered on. The
power-on phase introduces some latency as well.

Switching on a WNIC card costs certain amount of energy
so the number of switch on/off must be minimized, which
is achieved by having a buffer of at least a certain size,
determined by the play rate and download speed. The paper
presents simulation results for energy saving as a functionof
buffer size and waiting time of media units in the buffer.

D. Source-level Resolution Control of Video Frames

Video applications in the forms of sports, news clips,
movies, and personal videos, are becoming increasingly
popular on PCs, laptops, and handheld devices. Transporting
and playing streaming video are resource intensive tasks in
terms of processing power, storage, and communication –
and, consequently, energy. The experience of a digital video
stream is characterized by three attributes [99]:

• Temporal resolution:The number offrames per second
(FPS) is a measure of temporal resolution. A larger FPS
value makes the scenes appear smoother. A standard
value of FPS is 30.

• Spatial resolution:The total number of pixels, obtained
by multiplying the row and column sizes (e.g. 352×



288), on a screen is a measure of spatial resolution.
• Quantization parameter:This denotes the quantization

scale of the video under consideration, and it is repre-
sented by a certain number of bits (say, 32) to describe
each pixel.

A dynamic technique for computing the optimal frame
rate to deal with coding distortion has been presented by
Takishima et al. [102]. Dynamic techniques have been pro-
posed to compute frame rates to deal with fluctuations in
available network bandwidth [103], [104], [105]. On the
other hand, for a given frame rate and spatial resolution,
a video encoder is able to control the picture quality by
adjusting the quantization parameter to meet a specified bit-
rate [101], [100]. None of the above work considers the
energy cost of handheld devices.

Lee, Lee and Shin [99] propose to control spatial reso-
lution at the video source when the available bandwidth is
low. Once a video encoder (i.e. the video source) or a proxy
detects that the communication bandwidth is lower than a
certain level, it starts encoding with reduced horizontal and
vertical dimensions of the target device display. If a video
decoder finds that the incoming video stream is spatially
reduced, the display component resizes the decoded picture
to meet the target dimensions. The authors have shown that
use of reduced spatial resolution when the bandwidth is low
allows handheld devices to provide the same, or even better,
video quality with much lower energy consumption. Their
approach did not have an advantage for spatial resolution
above 176×144 because the energy required to resize a re-
duced frame is very high compared to the requirement of the
decoding process. Resizing requires a lot of multiplication
and addition operations, and the majority of those operations
are floating-point calculations consuming much CPU time.

In Section IV-A, we explained how a server can assist a
handheld device to dim its backlight [157]. The technique
involves the source analyzing video streams and calculating
the required backlight luminance levels while marginally
sacrificing video quality.

IX. TCP BASED ENERGY SAVING

The Transmission Control Protocol (TCP) is widely used
in web-based applications to reliably transport data between
clients and servers. Flow control, congestion control, and
error control by means of retransmissions are important
functions performed by TCP. TCP’s decisions to perform
(re)transmissions cause packet transmissions at the MAC
level, thereby influencing the energy cost of communication
of a handheld device. As illustrated in Figure 28, we cate-
gorize the studies of TCP-related energy efficiency into two
groups as follows:

• Computational energy cost of TCP:This represents
the energy cost incurred due to executing the protocol
details, such as congestion control, ACK generation,
checksum computation, and round-trip time (RTT) mea-
surement [90], [87], [86].

• Controlling the WNIC for energy saving:The WNIC
card will remain idle if TCP stays inactive for a while,

thereby giving an opportunity to put the card in a low-
power state. Therefore, it is useful for the OS to monitor
TCP activities to switch the states of the WNIC card
[96].

A. Computational Energy Cost

Agrawal and Singh [90] have examined TCP’s energy
consumption behavior over wireless links and suggested
improvements to save enegy. They performed experiments in
which two laptops opened a TCP connection over a WLAN
interface between the two, and one laptop continuously trans-
mitted data over the TCP connection to the other. Both the
laptops solely ran on battery, and theirlifetimesandvolume
of data successfully transmitted were recorded. The general
improvements are as follows: (i) larger MTUs (Maximum
Transfer Units) lead to a larger volume of data transmitted,
but cause the lifetime of the sender to be reduced, while
increasing the lifetime of the receiver due to energy saving;
(ii) smaller MTU sizes lead to longer lifetime with SACK
(Selective ACK) on, because SACK option only increases
efficiency when there are multiple losses in a single window,
whereas for larger MTU size it is better to have the SACK
option turned off because a window contains fewer number
of packets of larger size and the probability of multiple
losses is low; (iii) performheader prediction[91] before
checksum testing to execute less code; and (iv) delayed
ACK leads to fewer ACKs being transmitted, thereby saving
energy at both the ends. Their experiments showed that the
above improvements together can achieve energy efficiency
of about 25%.

In a wireless network it is difficult to distinguish packet
loss due to network congestion from packet loss due to
bit error in the wireless medium. As a result, the classical
concept of network congestion on fixed networks must be
revisited for better TCP performance in wireless networks.
There are six major variants of TCP for wirelss networks:
Tahoe, Reno, New-Reno, SACK, Vegas, and WestwoodNR
(see [87] for their salient fatures). Seddik-Ghaleb, Ghamri-
Doudane and Senouci [87] have studied the effect of those
TCP variants’ congestion control algorithms on the following
three performance metrics for different loss types that may
occur inad hocnetwork environments:

• Energy consumed in transmission, reception, forward-
ing, and retransmission. The energy cost is normalized
to per-bit cost.

• Averageconnection timeof TCP sessions between ar-
bitrary pairs of nodes in an ad hoc network; and

• Averagegoodput.

The loss types were

• BER (bit-error rate) values of 5%, 10%, and 15%; and
• lost link scenarios, where a node is programmed to

disappear for a while at a certain moment during the
simulation to simulateburst errors.

Their findings are summarized as follows:

• Congestion control algorithms allow for greater energy
savings by backing off during error bursts.



• TCP New-Reno performs the best among the six vari-
ants.

In a recent paper [86], the same authors have reported
the results of a measurement study of the computational
energy cost of TCP New-Reno, Vegas, SACK, and Westwood
in more general packet loss models, namely,congestion,
link loss, signal loss, and interferencewith different ad
hoc network routing protocols. They run TCP between two
laptops connected over a wireless link. Thecomputational
energycost of senderTCP is obtained by subtracting the
measured communication energy cost of the WNIC card from
the total energy cost of the CPU unit. They used a minimal
Linux distribution and processes that were not relevant to
TCP operations were disabled. Their idea was to ensure that
the remaining energy consumption is mostly due to executing
congestion control algorithms and timer adjustments. NS-2
[89] trace files were fed to the SEDLANE [88] system to
emulate the loss and delay effects within their test-bed im-
plementation. They observed that the computational energy
cost of the Fast Retransmit/Fast Recovery phase is low com-
pared to both of the Slow Start and Congestion Avoidance
phases. TCP Vegas has almost no data loss compared to the
other variants, because Vegas tries to avoid congestion by
calculating and modifying its transmission parameters with
each received ACK. This reliability is achieved at a higher
computational energy cost than the other variants. On the
other hand, TCP Westwood consumes less energy because
it modifies its transmission parameters only after detecting
data packet loss. TCP Westwood and New-Reno have almost
the same energy cost even if the loss ratio is higher for New-
Reno. Finally, though TCP SACK is capable of resending lost
segments faster than New Reno, the cost of SACK processing
and storage is high.

We are not summarizing their [86] observations about the
impacts of traffic interference and link losses on energy cost
in a mobile ad hoc network (MANET) while running routing
protocols (e.g. AODV, DSDV, DSR, and OLSR). Bansal
et al. [92], [93] have studied how the transmission energy
efficiency decreases with an increase in the average number
of hops for TCP sessions in a MANET. However, in this
paper we stay away from further details of MANET related
energy efficiency.

information
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Fig. 28. Two Ways of TCP Based Energy Saving.

Wang and Singh [95] have given a detailed break down
of the computational energy cost of running the TCP on

laptop and iPAQ, and developed approaches to reduce the
energy cost of running TCP on handheld devices. They
ran experiments on three different platforms: Toshiba laptop
with a 650 MHz P3 Celeron processor running FreeBSD
4.2 and FreeBSD 5.0, and a Compaq iPAQ H360 PocketPC
with a StrongARM processor running Linux 2.4.7. The
network card was a 2.4GHz Lucent 802.11b WaveLAN
”Silver” 11Mbps card. Power management was turned off
both in the computers and the network card. The total power
consumed by TCP was determined by subtracting the idle
power consumption with power management turned off from
the total power consumed during a TCP run. Their study
showed that: (i) thecopy operation between the OS kernel
and the WNIC accounted for 60-70% of the energy cost
for transmission/ reception; (ii) the copy operation between
user space and kernel space accounted for about 15%;
and (iii) TCP processing accounted for the remaining 15%.
They further broke down the 15% TCP processing cost to
show that checksum computation accounts for 20-30% of
TCP processing cost. They have suggested the following
techniques to reduce the computational energy cost of TCP:

• Eliminating the user-to-kernel copy cost:The user-
to-kernel copy was eliminated by copying user data
directly from the user buffer to the WNIC.

• Reducing the kernel-to-WNIC copy cost:This was
achieved by: (i) maintaining TCP’s send buffer on the
WNIC; and (ii) maximizing the data transfer size from
the kernel to the WNIC card. The first mechanism
saves significant energy on all retransmissions since the
segments will not need to be copied from the kernel
space to WNIC. The second mechanism saves energy
because of reduced number of interrupts and context
switches as a result of copying data in larger chunks.

The above two techniques allowed the reduction of TCP
processing cost by 20-30%.

Singh and Singh [94] have compared the energy costs of
three implementations of TCP: Reno, Newreno, and SACK
(Selective Acknowledgement). They performed experiments
on a wirless testbed and measured the energy costs at the
sender. The energy cost metric was calculated as the total
energy cost of running TCP minus the idle energy cost.
Experiments were performed under many network condi-
tions: variable round-trip times, random loss, bursty loss, and
packet reordering. Using total energy cost as the comparison
metric, their conclusions are as follows: (i) in most cases,
SACK outperforms Newreno which in turn outperforms
Reno; and (ii) if a mobile device has a very low idle
power consumption, then SACK fares worse than the other
two implementations. However, given that devices consume
significant power even in their idle states, the SACK is the
best choice.

B. TCP-based State Control of WNIC Card

Bertozzi et al. [96] have observed that if an application
reads data slowly from its local TCP buffer, then data flow
at the TCP level remains idle for long periods of time. For



example, if a handheld device downloads a file and saves it
into the local FLASH memory, then the application is forced
to read data slowly from the TCP buffer because of the low
speed FLASH. With one TCP connection on a device, an
idle TCP implies that the lower protocol layers, including
MAC, remain idle. Specifically, there are two relevant cases
in which TCP experiences coarse-grained idleness:full buffer
andemptybuffer. The authors have proposed a technique to
turn on/off the WNIC card of a handheld device based on the
occupancy (or, utilization) of TCP buffer. The energy saving
techniques are summarized as follows:

• Full buffer: When the receive buffer is full, the receiver
TCP advertises azerowindow size in an ACK segment,
thereby preventing the sender from transmitting more
segments. If the application reads data slowly from the
TCP buffer, a small window size is not immediately
advertised to avoid thesilly window syndrome. The
normal procedure followed by the receiver to handle the
silly window syndrome is to test if it can accommodate
one full-sized segment or half of the buffer is empty,
whichever is less. To save energy, the OS puts the WNIC
card to the sleep state if the buffer is full. The applica-
tion continues to empty the buffer. When the receiver
TCP advertizes a non-zero window size, as determined
by the rules guiding the silly window syndrome, the OS
wakes up the WNIC card, as illustrated in Figure 29.

• Empty buffer:A TCP buffer can remain empty for a
long time if there is no application-level data transfer
activity. In other words, an empty buffer is an indication
of network inactivity, and the WNIC card can be put to
the sleep state. When the OS recognizes data transfer
activity or an application’s read operation, it wakes up
the WNIC card.

The authors have performed experiments on a testbed con-
sisting of a Compaq iPAQ PDA running the Linux OS and
a CISCO Aironet wireless adapter to validate the above
proposed techniques. They reported energy savings ranging
from 28% to 69% compared to the use of the state-of-the-art
MAC layer power reduction techniques, with little impact on
performance.
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Fig. 29. TCP Optimization for Energy Saving [96].

C. Power-Saving Transport Protocol

Anastasi, Conti and Lapenna [82] have presented a power-
saving network architecture (PSNA), as illustrated in Fig.
30, based on the concept of indirect TCP. The end-to-
end transport-level connection between an application on

a mobile host and a fixed server is split up into two
transport connections: (i) a power-saving transport protocol
(PS-TP) connection between the mobile host and the AP,
and (ii) a standard TCP connection between the AP and
the server. The interaction between the two TCP connections
is asynchronous. A daemon on the AP acts as a proxy by
transferring data between the two connections. The authors
have reported up to 98% energy saving with the PSNA
approach compared to the end-to-end, legacy TCP approach.
The daemon uses a buffer to absorb temporary differences
in the speed of the two connections; a speed difference may
arise during the congestion recovery period for the connec-
tion between the AP and the fixed server. Since the PS-TP
connection operates over one hop, it has been simplified as
follows: (i) congestion control mechanisms are not necessary;
(ii) efficiency of the error detection and recovery mechanisms
are enhanced; (iii) it has been made connectionless. Thus,
the PS-TP is a light weight transport protocol consuming
less power to execute. For optimal power saving the PSNA
strategy supports two high-level data transfer operations:
Read Accessand Send Access. The Read Accessand the
Send Accessdownload and upload data from and to the fixed
server, respectively, in an energy-efficient manner as follows:

• Read Access:A Read Access is performed in two steps.
In the first step the mobile host delivers the read request
to the end system by utilizing the services of the daemon
on the AP. In the second step the mobile host retrieves
the requested data from the AP by using the PS-TP
protocol, without any interference from the congestion
inside the Internet. The WNIC card of the mobile host
is switched off between the above two steps for optimal
energy saving. The time interval between the two steps
is estimated by the AP based on the throughput of the
TCP connection between the AP and the fixed host.

• Send Access:The mobile host requests the AP to open
a TCP connection between the AP and the fixed host.
Next, the mobile host sends a burst of data to the AP
and gets an estimate of the residual time taken by the
AP to send the data to the fixed host. If the residual
time is more than zero, the mobile host puts its WNIC
card to a low power state. After the expiry of the low-
power state, the mobile host wakes up the WNIC card
and starts sending another burst of data to the AP, and
the process repeats.

In references [97] and [98], some early work on TCP-
based energy saving can be found. Conti et al. [97] intro-
duced the idea of using the indirect TCP concept to save
energy by substituting a wireless link with a low-speed (i.e.
28-Kbps) serial line. However, the PSNA scheme is more
developed than the one in reference [97]. A transport-level
power management scheme for mobile devices has been
proposed by Kravets and Krishnan [98]. Their idea is to shut
down the WNIC card after an inactivity timer has expired
and resuming it after a sleeping period. Inactivity timeouts
and sleeping times are application dependent but fixed. On
the other hand, the inactivity timeouts and sleep times are



dynamically adjusted to the traffic conditions in the PSNA
scheme.
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Fig. 30. Power-Saving Network Architecture [82].

Akella, Balan and Bansal [83] have proposed the idea
of multi-modal protocols to conserve power by running in
different modes of operations: power limited, bandwidth
limited, and memory and/or computationally constrained.
Specifically, they have considered various ways in which
TCP can be redesigned to enable thereceiver to conserve
power, without requiring sender-side modifications. Their
trick is to use TCP to make the sender transmit in a
predictable manner.

• Delayed ACK:Delayed ACKs result in natural bunching
of packets, and this causes the sender to send packets
in bursts. For the receiver to get into the sleep state
and conserve power, one way is to force the sender
to transmit packets in bursts by using a delayed ACK
mechanism. Here, computation of an appropriate delay
value is important, because larger bursts may cause
queue overflows at intermediate routers.

• Slow Start and Short Transfers: In the slow-start phase,
packets arrive in bursts separated by time intervals of
the order of the round trip time (RTT), and the receiver
could sleep between bursts. They note that more than
70% of Internet traffic is HTTP web transfer based, and
typical size of such a transfer is 8KB, which is about 7-8
TCP segments. In TCP based web browsing applications
on handheld devices, most of the packets would fall
in the slow-start phase throughout the duration of the
transfer, and the received can sleep between bursts.

D. Lazy Scheduling Power Management

Bougard et al. [192] have studied the idea oflazy schedul-
ing, originally introduced in [193] for a 1-hop wireless link,
at the TCP level for energy efficieny. The idea of lazy
scheduling is explained by using Shannon’s equation for
the maximum data rate (R) that can be reliably transmitted
over a Gaussian channel characterized by a given bandwidth
(W) and signa-to-noise ratio (S/N):R = W log2(1 + S/N).
The capacity of the wireless channel increases monotonically
with the S/N ratio [194]. Therefore, reducing the required
channel capacity allows decreasing the S/N ratio and there-
fore the transmit power. To what level the channel capacity
can be reduced is determined by actual user requirements.

Therefore, the key idea in lazy scheduling is to adapt the
transmission rate to the actual user requirements, which are
periodically approximated as the number of packets in the
transmit queue. Lazy scheduling looks ahead, during a fixed
time window (Tw), at the packet arrival from the upper layer
of protocol. Let∆w be the actual queue backlog at the end
of time windowTw. At the end ofTw, the transmit rate is
given as follows:

R̄ =
∆w

Tw

(18)

To be able to control the average delay faced by packets,
Bougard et al. [192] have proposed that the average rate
of transmission be proportional to the queue backlog. In
other words,R̄i = K∆i, where∆i andR̄i denote the queue
backlog and average transmission rate at time instanti. For
a linear queue, that is a queue that never becomes empty or
full, the average packet delaȳδ = 1/K.

Padhye et al. [195] have shown that the steady-state bulk
TCP transfer rateS is given by:

S =
1

RTT

√

3

2p
, (19)

whereRTT is the round trip time andp is the loss prob-
ability of a sent TCP packet. If MAC retransmissions are
allowed, losses at the wireless link can be neglected, andp is
dominated by the delays at the queue. Also,RTT is mainly
determined by the queueing delays at the bottleneck link,
which is most likely the wireless link. In other words, when
the proportional lazy scheduling policy is used, bothp and
RTT are determined by the control parameterK. In the case
of the normal lazy scheduling approach, delay is determined
by Tw. From Eq. 19, an average rate constraint can be derived
and propagated to the radio link control layer, which can use
the information to decide the transmit rate and power level
for a given channel attenuation for individual packets. Their
simulation studies show an energy-scalability range up to 2.5
corresponding to a range of 2 in TCP throughput.

X. UPPER-LEVEL POWER MANAGEMENT

In this section, we discuss a few application-level en-
ergy saving schemes, namely, data compression, download
scheduling, and task offloading.

1) Data Compression and Download Scheduling:Data
compression is an attractive way for saving energy in a
wireless handheld device, because the device remains ac-
tive for a smaller duration to receive/transmit data over its
wireless interface. For a download-centric application, data
can becompressedby a proxy or the AP before download
anddecompressedby the user device before using it. While a
user device saves energy to receive a smaller amount of data,
it spends some energy to perform decompression. Thus, for a
net saving in energy, the energy saving in the communication
module must be more than the energy spent in decompres-
sion. Xu, Li, Wang and Ni [145] have performed experiments
with three universal lossless compression schemes to make
trade-off between the communication energy and the decom-
pression overhead. The three compression schemes are the



gzip based on the Lempel-Zib coding algorithm [146], the
bzip2 based on the Burrows-Wheeler Transform [147], and
thecompressbased on the Lempel-Zib-Welch software [148].
Compression factoris defines as the ratio of the input size
to the output size, and the termcompression ratiorefers to
the reciprocal of the compression factor.

The experiments have been performed on aCompaq iPAQ
3650 with a 206 MHz Intel StrongARM SA1110 processor
and 32 MB RAM, and the proxy server is a Dell Dimen-
sion 4100 with a 1 GHz P-III processor. The experiments
involved a large number of files typical for use on handheld
devices, such as web pages, documents, machine code, and
media files. The two machines communicate through TCP
socket calls and Lucent Orinoco IEEE 802.11b interface. The
computing portion of the iPAQ is modeled as a two-state ma-
chine: idle andbusy. On the other hand, the communication
module has four states:send, receive, idle, andsleep. Their
results are summarized as follows:

• If the raw file is large and compression factor is high,
all the three schemes save energy. For small raw files,
compression fares worse.

• If the compression factor is low, energy saving is
marginal, because the communication cost is not re-
duced and decompression costs energy.

• Decompression efficiency has a significant impact on
energy saving.

Handheld devices usually have simple hardware architec-
tures with a single processor, and the processor is needed
both for computation and for communication. The energy
consumed while downloading consists of two parts: (i) the
energy to receive and copy; and (ii) the energy consumed
in the processor idle intervals between packet arrivals. Even
with a full-speed downloading at 602 KB/s, the processor idle
time is about 40% of the total receiving time. Consequently,
about 30% of the total downloading energy is consumed
due to processor idling. Xu et al. [145] have proposed to
improve energy efficiency by filling the idle periods with
decompression work:decompress theith block of the data
when downloading the(i+ 1)th block.

Interleaving downloading and decompression can be
achieved in the following ways:

• OS kernel level:Implement decompression in the TCP
stack so that the kernel performs interleaving in an
explicit manner.

• User level:Implement decompression as a user-process
to perform decompression block by block. Since the
receiving process is in the kernel interrupt handler, the
receiving of theith block will interrupt the decompres-
sion of the previous blocks.

It is important to note that when the compression factor
is low, even with interleaving, there isnet energy lossin
the range of 2% – 14%, compared to no compression. They
have derived a formula to estimate the energy consumption
for a givenfile sizeand a givencompression factor, such that
compression decision can be made adaptively.

2) Computation Offloading:The key idea in computation
offloading is to migrate some computation-intensive tasks
from the user device to a server on the network in order to
save energy on the handheld device, as illustrated in Figure
31. Figure 31(a) illustrates the fact that an entire application
executes on a handheld device, while Fig. 31(b) shows the
application to have been partitioned and distributed between
the handheld device and a server on the fixed network. The
offloaded portion causes the device to spend less computation
energy, whereas the communication energy of the device
increases. If the offloaded task consumes more energy to
execute on the handheld than the additional communication
cost, then the strategy will lead to net energy saving [150],
[182], [151], [152], [153]. Rudenko et al. [150] performed
experiments on Dell Latitude XP portable computers running
Linux OS and equipped with AT&T Wavelan card with a
data rate of 2 Mbps. They chose three applications known
to be fairly large and time-consuming: compilation of a
large program, text formatting of a 200-page document using
LaTeX, and Gaussian solution of a system of linear algebraic
equations. A total of 220 experiments were made, consuming
900 hours. The results demonstrate that portable computers
that execute their large tasks remotely can save significant
amounts of battery power. They observed savings of up
to 51%. Efficient ways of moving data from the portable
computer to the server also save energy.

Communication
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Point
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PointApplication
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Server

One portion of the

The other portion of
the Application

(b)
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Fig. 31. (a) An Entire Application Runs on a User Handheld Device, (b)
a Portion of the Application is Offloaded onto a Server.

Another approach to computation offloading is to partition
an application into two halves such that one runs as a
client on the user device and the other runs as a server
on the network. Li, Wang and Xu [151] construct acost
graph for a given application program based on profiling
information about computation time and data sharing at the
level of procedure call. Next, the cost graph is partitioned
to determine whether and how to offload the computation
of a given program, and offloading units are defined at
the level of procedure calls. The partitioning algorithm is
based on the concept ofbranch and bound, and they have



given a pruning heuristic. Experiments have been performed
on a Compaq iPAQ 3650 handheld device with an Intel
StrongARM SA1110 206 MHz processor and 32 MB RAM,
and a PIII 866 MHz Dell Dimension XPS. The two machines
communicated over a Lucent Orinoco Wavelan interface
with 11 Mbps speed. The test programs were multimedia
benchmark programs taken from theMediabenchwebsite.
They reported that, even in an uncontrolled wireless LAN
environment, the scheme resulted in significant energy saving
for half of the benchmark programs.

Wang and Li [153] have studied a compiler-based tool to
partition a program into a client-server distributed program
such that the client code runs on the handheld device and
the server code runs on the server. They use the concept
of abstract memory locations, commonly used in pointer
analysis techniques, and build a directed control-flow graph
for the programs such that each vertex (v) is abasic blockand
an edge (vi, vj) represents the fact thatvj may be executed
immediately aftervi. The partitioning problem has been
formulated as an optimization problem that can be reduced
to the min-cut network flow problem[154]. They give a
heuristic method to deal with different program partitioning
for different execution options. Experimental results show
that the scheme can significantly improve the performance
and energy consumption on handheld devices. Before Wang
and Li [153], Kremer et al. [182] introduced a compilation
framework for power management. They only considered the
procedure calls in the main routine as the candidates for
remote execution on the server and evaluated the benefit
of remote execution of individual procedures separately.
For procedures sharing common data, evaluation of remote
execution of individual procedures may result in overcount
of communication cost.

Many applications can be invoked under different ex-
ecution options, input parameters, and data files, leading
to different execution instances. Wang and Li [152] have
considered the concept ofparametric program analysisto
deal with the problem of computation offloading of ap-
plications with different execution instances. They express
computation workload and communication costs as functions
of run-time parameters, and give an algorithm to find the
optimal partitioning corresponding to different ranges ofrun-
time parameters. At run-time, the transformed, distributed
program self-schedules its tasks on either the mobile device
or the server. The key ideas in reference [152] are as follows:

• A task is defined as a consecutive statement segment
in a function that starts with a statement calledtask
headerand ends with atask branch, and there exist no
task branches or task headers in the middle.

• A program execution is modeled as a TCFG (task
control flow graph).

• At compile time, all the memory accesses are abstracted
by typed abstract memory locations.

• Four kinds of costs have been identified:computation
cost, communication cost, task scheduling cost, anddata
registration cost. The fourth cost is associated with the

concept of typed abstract memory locations.
• Task scheduling between the user device and the server

is formulated as amin-cut network flowproblem.
• An iterative algorithm has been given to solve the

parametric min-cut problem.
• Optimal partitioning decision is made at run time ac-

cording to the run-time parameter values.

Experiments have been performed on a iPAQ 3970 Pocket
PC client with a 400 MHz Intel XScale processor and a P4
2 GHz Dell Precision 340 desktop server. The test programs
included rawcaudio, rawdaudio, encode, decode, fft, and
susan, and those were executed with different options. For
example, the-3 option for encodeuses G.723 coding for 24
Kbps bandwidth, whereas the-4 option uses G.721 coding
for 32 Kbps. Their results show that the optimal partitioning
for computation offloading varies with different program
execution instances.

Gitzenis and Bambos [180] have presented Markovian
models to optimize jointly task uploading to a server and
processor speed/power management. A task can be executed
in three differeny scenarios as follows:

• Local Execution:This means the user’s device executes
the task locally, and it may apply DPM policies to
trade-off execution speed with energy cost. Dynamic
voltage/frequency scaling is an example of such trade-
offs.

• Remote Execution:This means the task is executed
on a remote server. Remote execution involves the
following: (i) the device sends the task to the server
over a wireless link; (ii) the server executes the task;
and (iii) the handheld device downloads the results over
a wireless link. Therefore, even with remote executions,
a handheld device incurs some energy cost.

• Combined Execution:This means both the device and
a remote server execute portions of the task.

The net gain or loss of energy with remote executions
depends upon the cost of using the wireless link to send
the task and receive the results, which depends on network
connectivity, and the server load. Therefore, the concept of
stresshas been introduced to capture the quality of wireless
links for the uploading and downloading actions, and the
priority level that the server assigns to the task. Probability
of bit-error (denoted byPb) and probability of erroneous
frame reception (denoted byPe) have been used to describe
the level of wireless link stress. The Markovian models are
applicable to tasks with stochastically independent localand
remote operations, that is, local execution, task upload, re-
mote execution, and result download. Their optimization goal
is to identify an optimal sequence of actions that minimizes
the average energy cost accrued throughout the execution of
the task, and the problem has been formulated in the context
of Dynamic Programming. Further work needs to be done to
develop concrete DPM policies for task offloading.

Martin et al. [10] have shown that energy saving tech-
niques for communication and computation cannot be al-
ways studied in isolation. For example, one technique for



reducing communication energy usage is to perform more
local processing, which obviously increases the amount of
computation energy. Therefore, in the case of local versus
remote processing, the communication and computation sub-
systems must be considered together. Reducing peak power
can increase the battery lifetime of the system by increasing
the actual capacity of the battery.

XI. V IRTUAL MEMORY ON THE NETWORK

In desktops and laptops with a high capacity storage
memory (e.g. disk), the concept of virtual memory gives an
application the impression of having an almost unlimited,
contiguous random access memory (RAM) block. A virtual
memory system makes the programming of large applications
easier. Using remote idle memory as secondary store for
networked systems is motivated by the observation that
network speeds are getting faster more quickly than are
disk speeds [172]. However, in handheld devices storage
memory is small or absent due to weight, size, and power
constraints. Therefore, it is useful to evaluate the efficacy of
implementing a network-based virtual memory system for
handheld devices. A key characteristic of a network-based
virtual memory system is the need for additional energy cost
incurred due to page swapping over the wireless link between
a handheld device and a fixed network. Acquaviva, Lattanzi
and Bogliolo [156] have studied the performance and energy
cost of network swapping in comparison with swapping on
local microdrives and flash memories using both synthetic
and natural benchmarks. Experiments were conducted with
Linux OS that performs page swapping as follows:

• Page swapping is activated in two situations: (i) when a
kernel daemon, activated once per second, finds that the
number of free pages has fallen below a given threshold,
and (ii) when a memory request cannot be satisfied.

• In order to choose a page to be replaced, the process
with the largest number of pages in RAM is selected.

• Among the page set of the selected process, the page
to be replaced is chosen with an approximation of the
least recently used(LRU) policy.

The experiments involved bothCompact Flash(CF) andhard
disk(mini and microdrives) on handheld devices andnetwork
file system(NFS) andnetwork block devices(NBD) [81]
on WLANs. User Datagram Protocol (UDP)-based Remote
Procedure Calls (RPC) are used between the handheld device
and the NFS system, whereas TCP-based communication is
used between an NBD client running on the user device
and an NBD server running on the WLAN. The user device
consisted of an iPAQ 3600 handheld PC, equipped with a
StrongARM SA1110 processor, 32 MBytes SDRAM and 16
MBytes of internal Flash. For local swap experiments, they
used a 340 MBytes IBM microdrive and a 64 MByte Compaq
Sundisk CF memory connected to the PCMCIA interface of
the handheld device. The remote server was installed on an
Athlon 4 mobile 1.2 GHz notebook. The WNICs used to
provide wireless connectivity for the handheld device were
a Lucent WaveLAN, a Cisco Aironet 350, and a Compaq

WL110, while the AP connected to the swapping server was
a Cisco 350 base station. The time bahevior of the supply
current required by the PCMCIA card was monitored. In
order to characterize the cost of a page swap, benchmark
programs were developed to access data structures much
larger than the available main memory without performing
any computation on them. An example benchmark program
is as follows: allocate and initialize a large matrix and, then,
read by column in order to maximize the number of page
faults.

The experiments measured thetime, energy, and power
required by each local and remote device to swap a page of
4 Kbytes, both forread-onlyandwrite-backoperations. The
dynamic power management support provided by the storage
and communication elements are as follows:

• The CF has noinactive states, because its power con-
sumption in wait mode is negligible.

• The microdisk’s energy consumption in its wait state is
about 65% of its read/write states. Therefore, it has a
sleepstate in which it consumes negligible energy.

• The WNIC cards of the handheld device has a low-
power dozestate and a zero-power off state. An IEEE
802.11b standard based WNIC provides MAC-level
dynamic power management support that can be enabled
via software.

• The NBD driver module switches on and off the WNIC
card between swapping requests by making requests to
the power manager module of an enhanced Linux.

It is important to note that the effectiveness of any DPM
strategy is strongly dependent upon the workload character-
ization [156]: the higher the burstiness of the workload, the
longer the idle periods, and consequently, the higher is the
energy saving.

XII. PROGRAMMING AND COMPILATION TECHNIQUES

The potential for energy reduction through modification
of software and compilation has been studied since the mid
90s [186], [161], [184]. Tiwari et al. [161] have proposed
a measurementbasedinstruction level power analysis tech-
nique that makes it feasible to effectively analyze the energy
consumption of software. The concept of a set ofbase costs
of instructions plays a key role in the aforementioned studies.
The base cost of an instruction is the energy cost associated
with the processing needed to execute the instruction. A
number of energy reduction techniques have been proposed
in the literature founded in the concept of base costs [186],
[161], [184], [189]:

• Reducing Memory Accesses:Different machine in-
structions consume different quantities of energy, and
instructions with memory operands have very high
energy costs compared to instructions with register
operands. Reduction in the number of memory operands
can be achieved by adopting suitable compiler policies,
e.g. saving the least amount of context during function
call, and through better utilization of registers. Use of
register operands reduces energy further because it can



also lead to shorter running time due to elimination of
potential cache misses.

• Energy Cost Driven Code Generation:Here the idea
is to select instructions based on their energy costs
instead of the traditional metrics of code size or running
time.

• Instruction Reordering for Low Power: In some
applications, namely, signal processing, instruction re-
ordering can lead to significant (e.g. 14%) saving in
energy [185].

• Instruction Packing and Dual Memory Loads: Dig-
ital signal processing applications have a special archi-
tectural feature that allows certain pairs of instructions
to be packed into a single instruction. The packed
instruction executes in one cycle instead of two. The
use of packing leads to 26–47% energy reductions.

Xian et al. [183] have proposed a programming envi-
ronment by means of an architecture and run-time energy
characterization, as illustrated in Figure 32. The framework
allows applications and OS to collaborate for energy saving
by exploiting the application knowledge of programmers.
Programmers provide the OS with the values of application-
level runtime conditions (SpecifyCondVal()call), querying
the energy estimates of the options to decide what to choose
(QueryEnergy()call), marking the start (StartOp()call), and
stop (StopOp()call), of each option, and revising the options
that do not save energy. An energy-aware program identifies
different ways, calledoptions, to achieve desired function-
alities. The responsibilities of the OS include: measuring
the energy consumptions of options, obtaining the values
of the runtime conditions at OS level, and integrating all
runtime conditions to estimate the energy consumption. The
framework of Fig. 32 has two parts: (i) an API library that
can be linked with programs; and (ii) a kernel module in
the OS to support the functionalities defined by the API.
TheData Recordingsubmodule records energy consumption
data, whereas theEnergy Predictionsubmodule predicts the
energy consumption of options.

The energy prediction submodule uses power parameters
of devices and the kernel information about tasks to deter-
mine the energy consumption of individual programs. They
use recorded data for energy cost prediction. Energy cost and
runtime conditions are recorded in five tables, corresponding
to CPU, disk read, disk write, network send, and network
receive. An example of a runtime condition about data
reading from a local disk is:the data are not in memory,
the disk is sleeping, and the bytes to read is 50 Kbytes.The
prediction algorithm is viewed as adecision tree. The leaf
nodes represent the energy costs of the runtime conditions
represented by the paths from the root up to the leaves. They
have developed a Linux-based prototype of their framework
to demonstrate the proof of concept.

Flinn et al. [181] have proposed a software architecture,
called Odyssey, for implementing collaborative relationship
between applications and the operating system with the
objective of enabling an application to tradeoff its quality for

API Library:

Application Programs

Kernel Module:

Energy PredictionData Recording

Original  OS Kernel

SpecifyCondVal      QueryEnergy      StartOp      EndOp

Fig. 32. An Architecture for Energy-aware Programming Environment.
Arrows show information flow [183].

battery life. Odyssey captures the notion of data degradation
through an attribute calledfidelity that defines the degree
to which data presented to a user matches the reference
copy at a server. The architecture monitors energy supply
and demand and selects a tradeoff between energy conser-
vation and application quality, where application qualityis
represented in terms of the multimedia data presented to
users. They have experimented with reducing the fidelity of
video data, namely, frame size and resolution for multimedia
applications, when the battery energy goes below a certain
level. This approach can extend battery life by 30% while
meeting quality goals.

Tan, Raghunathan and Jha [149] have proposed a set of
architectural transformationsto be applied to software ap-
plications designed with multi-process software style driven
by an operating system. The resulting software design has
been shown to be more energy efficient. The objectives of
transformation techniques can be summarized as follows:

• Reduce the number of processes:Two periodic events
occurring at the same can be handled in one process,
rather than two, thereby saving energy, because of fewer
context switches. In addition, two processes, that are
executed sequentially because one passes data to the
other, can be merged. This saves energy by executing
fewer context switches and inter-process communication
(IPC).

• Reduce the number of IPC:Opportunities should be
exploited to merge code within a process so that miltiple
IPC writes (or sends) are replaced with a single write
(or send). This technique takes advantage of IPC calls
that can accept multiple messages, for example, the
msgsnd()system call in Linux. Fewer IPCs means less
execution of code and less energy consumption.

• Substitution of IPC:A message passing-based IPC
can be replaced with a shared memory operation with
semaphore protection. Here the intuition is that mes-
sage passing costs more energy than accessing shared
memory.

• Reduction of frequency of data transfer from device
driver: A device driver can buffer data for a while before
sending it to a process. This technique reduces the
number of times a process is activated, thereby saving
energy.



They implemented the above techniques in the context of an
embedded system featuring the StrongARM processor and
the embedded Linux OS, and reported energy reduction up
to 66.1%.

Heath et al. [187] have studied the potential benefits of
application supported disk management for reducing energy
consumption. They have proposed application transforma-
tions that increase disk idle times and inform the OS about
the length of each upcoming period of idleness. The key
ideas in application transformations are as follows:

• The code is modified to cluster disk read operations so
that the processor could process a large amount of data
in between two clusters of disk accesses.

• Care is exercised to not group all disk read operations
into a single cluster, because this would increase buffer
requirements.

• They propose the creation of a system call for an
application to determine how much buffer is available
to the application.

• The size of a read cluster is determined based on the
size of the buffer space available to the application.

They have modeled the length of disk idle time and showed
that there are significant benefits to performing those trans-
formations for interactive applications. It may be noted that
the transformations do not lead to any benefit for noninterac-
tive applications. They have proposed a compiler framework
that can transform applications automatically. With extensive
experiments they have shown that the proposed transforma-
tions can achieve 70% disk energy savings with about 3%
degradation in performance.

Chung et al. [188] have studied the impact of two well-
known code transformation techniques on energy saving:

• Loop unrolling: This technique unfolds a loop by a
certain number of times, calledunrolling factor, and
its aim is to reduce the number of processor cycles by
reducing the loop overheads. The cost of loop unrolling
is the increase in I-cache misses.

• Loop blocking: This breaks large arrays into several
pieces (tiles smaller than cache size) and reuses each
piece. The cost of loop blocking is the increase in the
depth of loop nesting.

Therefore, the source code transformation approach offers
some opportunities for energy saving while incurring some
additional energy costs. Their experimental results show that
the transformation approach finds the optimal energy saving
transformations in 95% of the cases, and that the penalty
when the non-optimal transformation is selected is within
5%.

XIII. I NTEGRATED POWER MANAGEMENT

Power consumption has been modeled both at component
level (e.g. [161], [163], [169]) and high level (e.g. [162],
[160], [170], [173]). Several solutions for achieving energy
efficiency have been proposed at variouscomputationallev-
els, namely, cache and external memory access optimization,

dynamic voltage scaling (DVS), dynamic power manage-
ment of disks and network interfaces, efficient compilers,
and application/middleware based adaptations [176], [175].
Power optimization techniques developed at each computa-
tion level have remained largely independent of the other
abstraction levels, thereby not exploiting the opportunities
for further improvements achievable through cross-level in-
tegration. Lorch and Smith [171] have advocated the need
for software techniques for taking advantage of low-power
hardware. Specifically, developers of solutions to computer
energy reduction should keep in mind:

• a hardware feature is rarely a complete solution since
software modification is generally needed to make best
use of it;

• energy consumption can be reduced not only by re-
ducing the power consumption of components, but also
by introducing low-power, low-functionality modes for
those components;

• evaluation of a power management strategy should take
into account not only how much energy it saves, but also
whether the trade-off it makes between energy savings
and performance is desirable for end-users; and

• seemingly independent energy management strategies
can be made to interact.

Mohapatra et al. [177], [31] have proposed a model, as
illustrated in Fig. 33, for integrating hardware based archi-
tectural optimization techniques with high level operating
system and middleware approaches for video streaming ap-
plications. Multimedia applications havily utilize the biggest
power consumers in modern handheld devices: CPU, WNIC,
and display. Therefore, hardware and software techniques
are integrated to induce power savings for those resources.
They use quality and video encoding parameters of the
video stream to optimize internal cache configurations, CPU
registers, and external memory accesses. Knowledge of the
underlying architectural details is used by the compiler to
generate code that complements the optimizations at the low-
level arhcitecture. Hardware design-level infromation (e.g.
cache configuration) and user-level information (video qual-
ity perception) are utilized to optimize middleware and OS
components for improved energy saving via effective video
transcoding, power-aware admission control, and efficient
transmission over the wireless link. Power consumption of
the WNIC is reduced by putting it to sleep during inactive
periods. The middleware controls network traffic for optimal
power management of the WNIC. Tests have been performed
to study video quality and power trade-offs for handheld
devices. Their architectural optimizations saved 47.5 – 57.5%
energy for the CPU and memory. The middleware technique
enabled 60 – 78% savings in the power consumption of the
WNIC.

Poellabauer and Schwan [158] have developed an energy
saving approach that integrates a packet transmission policy
to increase traffic burstiness, CPU task scheduling, dynamic
frequency scaling (DFS), and scheduling packet transmis-
sion. Their approach works as follows:
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Fig. 33. Conjunctive Low-level and High-level Adaptationsfor Optimizing
Power and Performance of Streaming Video to Mobile Handheld Computers
[177].

• A QoS packet scheduler transmits packets according
to their scheduling attributes:ready timestr (earliest
allowable transmission time) anddeadlinestd (latest
allowable transmission time). Packets with no deadlines
are transmittedafter real-time packets.

• Packet transmissions are delayed without violating their
td constraints to increase the likelihood ofbursty trans-
missions. If no schedulable packets are in the packet
queue, the WNIC is switched to a low-powerdoze
mode.

• DFS is coordinated with data transmission such that
when the packet scheduler’s queue is empty, the lowest
possible CPU clock frequency is used to delay the
generation of new packets. As soon as the first packet is
generated, the system switches to the highest possible
clock frequency, in order to increase burstiness and
increase data transmission.

• The real-time CPU task scheduler is adjusted such that
tasks that have a low probability of packet generation
are preferred while the packet queue is empty. When the
packet queue is non-empty, the task scheduler schedules
those tasks that have a high probability of packet
generation, in order to increase data burstiness.

In summary, the above appraoch increases the time a WNIC
is kept in doze mode and minimizes the number of switches
between doze and active modes.

XIV. E NERGY ESTIMATION MODELS

Modern wireless handheld systems are high in commu-
nication capabilities, namely, multiple wireless interfaces
and bandwidth, and low in computing, storage, and battery
energy. Such systems would not have all applications resident
in their storage systems. Rather, applications would have
to be downloaded from the network upon request [163].
For higher availability of handheld systems, the energy
constrained devices should be able to estimate the energy
cost of an application that has to be executed. The capability

to estimate the energy cost of an application can be utilizedto
make subsequent decisions about its activities based on user
input and sustainable battery life. If the remaining battery
energy is low, the system can run the application at reduced
throughput by reducing its voltage [164], or reduced accuracy
[165]. Here, throughput is measured in the number of instruc-
tions executed per second. The energy-accuracy-throughput
tradeoffs necessitate robust energy models for software based
on target processors, operating clock frequency, and voltage.
In this section, we discuss a number of energy estimation
models with a variety of assumptions.
A. Low-level energy modeling:The key concept proposed
by Sinha and Chandrakasan [163] is that the application
that is downloaded has an associated energy model which
the handheld system can use to configure itself based on
user specification and energy availability. In order to reduce
power consumption in low power hardware, supply voltages
are constantly being lowered. However, to be able to maintain
higher performance, the threshold voltage is also scaled
down proportionately to provide sufficient current drive and
reduce the propagation delay. For lower threshold voltage,the
subthreshold leakage current becomes increasingly dominant.
In reference [163] a simple energy model is presented for
software based on frequency and supply voltage as param-
eters. The model incorporates explicit characterization of
leakage energy as opposed to switching energy. A technique
has been given to isolate the two components – leakage
energy and switching energy – at the transistor level. More
work needs to be done to carry the transistor-level model
up to application layer. Kim et al. [169] have presented
a way of fast estimation of software energy consumption
in off-the-shelf processor using IPI (Inter-Prefetch Interval)
energy model, where IPI is the time interval between two
consecutive instruction prefetches. The IPI energy model is
based on instruction-based energy models [161]. The reason
they use prefetch information is to report not only total but
also instantaneous energy consumption due to executing an
application software. The IPI energy model is effective when
information about target processor’s behavior is not available.
By reporting energy profile, the method offers an opportunity
to find energy hotspots so that the model can be used in
energy optimization. The concept of IPI energy model is
useful to estimate energy cost of embedded processors.
B. High-level energy modeling: Tan et al. [160] have
studied two high-level approaches to energy modeling: (i)
complexity-based macro-modeling and (ii) profiling-based
macro-modeling. The complexity-based approach is pro-
posed for functions whose average-case computational com-
plexities can be easily expressed in terms of some parameters
(e.g. size of input data). For example, consider the insertion
sort algorithm, which has an average-case complexity of
Θ(n2). For this function, the energy macro-model is as
follows:

E = c1 + c2s+ c3s
2 (20)

wheres is the size of the input array. Regression analysis is
used to obtain the unknown coefficientsc1, c2, andc3. For
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Equation (21) can be written in the form ofE = P×C,
whereC = (c1 c2 c3)

T . C is obtained using regression
analysis:C = [PT

P]−1
P

T
E. The macro-model is evaluated

using the following relative error matric:

ε =

n
∑

i=1

((Êi − Ei)/Ei)
2

n
(22)

whereEi’s are the energy data values andÊi’s are the values
given by the macro-model.

On the other hand, the profiling-based macro-modeling
technique is applied if the average-case complexity of a
function is not known. Abasic blockis a maximal block
of instructions such that when control enters the block at its
first instruction, all its subsequent instructions are executed
[161]. By measuring the energy cost of each basic block and
counting the number of times each block is executed, one
can estimate the total energy cost of a function as follows:

Ê = c1b1 + c2b2 + . . . (23)

wherebj ’s are the basic block execution counts andcj ’s are
the regression coefficients to be determined. However, the
fitting error can be large. In order to improve the accuracy
of estimation, the concept ofcorrelation profiling has been
introduced. Consecutive sequence of events are captured by
the concept of correlation. Two kinds of correlation profiling,
namely,basic-block correlationandBall-Larus path correla-
tion have been introduced in [160]. The cofficient constants
in the basic-block correlation technique are derived from a
set of linear equations similar to Eq. (21).

A “power data bank” approach to software energy estima-
tion was proposed by Qu et al. [162]. They have exploited the
fact that many embedded software programs are constructed
using significant amount of pre-defined library packages
and some glue code. The power data bank for a processor
contains energy consumption and execution time values for
basic instructions and library functions. A drawback of the
power data bank approach is that different instances of a
library function may have different energy consumption.

Mahmud et al. [178] have proposed a model for predicting
energy consumption in the wireless network access portion
of a handheld device equipped with multiple access tech-
nologies. Future handheld devices will be equipped with
multiple wireless access technologies, namely, wireless per-
sonal area networks (e.g. Bluetooth, ZigBee, and Ultra Wide
Band), wireless LAN (e.g. WiFi and HiperLAN), wireless
metropolitan area network (WiMAX), cellular (e.g. 2G, 3G,
and 4G), and broadcasting and multicasting systems (e.g.
satellite). In IP based multi-service user terminals (MUT)
with always-oncapability, there is a need for an efficient

addressing of the energy consumption issue. To be ennergy-
efficient, a MUT should be equipped with a mechanism to
choose the right interface for various types of communication
requirements, downloading a file of certain size, for example.
Based on the idea of minizing the energy cost of downloading
a file, the authors give an algorithm to choose the appropriate
interface while initiating a communication session and during
handover. The algorithm makes a number of assumptions: (i)
the energy parameters of all wireless interfaces are known;
(ii) the device knows the available bandwidth for all the
interfaces.

C. System-level energy modeling:Palit, Singh and Naik
[170] present a model to estimate the energy cost of appli-
cations running on a portable wireless device. To develop
the cost model, they partition a wireless device into two
components, namely, computation (i.e. processing) and com-
munication, as shown in Fig. 34 and Fig. 35, respectively.
Each component is modeled by a state-transition diagram.
Two attributes are associated with each state: an average
power cost and a state residence time. The cost of each
state of the state-transition diagrams is validated by actual
measurements. For a constant voltage supply, the average
power cost of a state is denoted by the average current drawn
by the component. The state residence times are estimated
from the behavior of applications. The cost model has been
validated by performing actual measurement of energy cost.
The estimation error is in the range of 5-10%, which is found
out by performing actual measurement.������� ��	
���� ��
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Fig. 34. Energy Cost Model of the Computation (i.e. Processing) Module
of a Handheld System [170]. The “Idle” state in the Processing module is
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Fig. 35. Energy Cost Model of the Communication Part of a Handheld
System [170] (TX: Transmission; RX: Reception). The “Idle” state in the
Communication module is denoted bySci, and so on.

Assume that a taskA runs forT seconds on the processing
and communication modules. If the voltage supplyv is
constant for the execution intervalT and the average current
drawn duringT is Ip,c, then the energy cost ofA is given
by the following equation:

E(A) = v × Ip,c × T. (24)



Assuming thatIp and Ic are the average current drawn
by the processing module and the communication module,
respectively, we have:

Ip,c = Ip + Ic. (25)

If the processor utilization isα, whereα = ∆tpa
T

such that
∆tpa is the total time spent by the processing module in state
Spa (i.e. the ”Active” state), then we have:

Ip = αIpa + (1− α)Ipi. (26)

The quantitiesIpa and Ipi represent the average current
drawn by the processing module in its ”Active” and ”Idle”
states, respectively. Next, in order to get an expression for Ic,
Palit, Singh, and Naik [170] apply the following technique.
Let Ntmax and Nrmax stand for the maximum number of
data packets that can be transmitted and received during the
interval T , respectively. While running the applicationA,
let Nt andNr be the actual number of packets transmitted
and received, respectively. Then, they define three quantities
βt = Nt/Ntmax, βr = Nr/Nrmax, andβi = (1− βt − βr).
Now, an expression forIc is as follows:

Ic = βiIci + βtIct + βrIcr (27)

where βiIci, and βtIct, and βrIcr stand for the average
current drawn by the communication module it its ”Idle,”
”Transmit,” and ”Receive” states, respectively. The model
has been validated by perfoming measuremnets of the energy
cost of three web based applications involving computa-
tion, downloading, and uploading. The estimated and the
measured energy costs were within 5–10% of each other.
No energy cost was overlooked in the measurement process
because measurement was performed at the power supply
level.

Min, Cha, and Ha [173] have introduced a system-level
integrated power management (S-IPM) mechanism to reduce
the total energy consumption of handheld devices. S-IPM
uses the interactions between the CPU and the LCD as well
as the WNIC to control the CPU voltage and frequency and
the WNIC power mode. The method consists of a workload
classification step and a power mode setting step. It classifies
an application using information gathered through the WNIC.
In the second step, S-IPM sets the LCD frequency and the
WNIC power modes to correspond to the type of application
and selects an appropriate voltage and frequency for CPU.
The method reduces the system energy consumption by 12-
23% on the average, compared to either no energy saving
policy or conventional method of simply combining dynamic
voltage scaling and dynamic power management.

Mahapatra, et al. [174] have presented a system level,
dynamic game theoretic approach for choosing power opti-
mization strategies for different components that draw energy
from the same battery. They model the components, namely,
CPU, WNIC, and LCD, asplayers in a non-cooperative
game, and determined how each component should consume
energy. They have evaluated two techniques: (i) components
employ strategies that aim to maximize the overall utility of

the system calledsocial optimum; and (ii) each component
uses a best-response strategy for maximizing its own utility.
They have reported that strategies that achieved a socially
optimal energy usage provided the maximum energy savings
and with similar utility values.

Creus and Niska [155] have presented apolicy-based
approach for system-level power management on mobile
devices. Hardware makers typically provide power saving
features in their components. At the system-level, there isa
need for binding those features to be able to take advantage of
component-level energy efficiency. Policies provide flexibil-
ity in managing power at the system-level. Some examples of
the concept of flexibility in power management are: (i) trade-
off between energy efficiency and performance; (ii) allowing
applications to communicate their intentions to the system
through a set of application program interfaces (APIs); and
(iii) collaboration among applications. The concept of a
Policy Managersoftware design pattern by means of aclass
diagramin the Unified Modeling Language (UML) has been
shown in Fig. 36. The ideas in the Policy Manager diagram
(Fig. 36) are as follows:

• A policy is the translation of operational conditions to
a concrete mode of operation of resource management
and a concrete setting of the resource environment.

• The Policy Manager sets the type and amount of active
resources based on the operational conditions of the
system.

• The Policy Manager makes decisions based on input
such as which applications are running and their opera-
tional mode, battery state of charge, and desired quality
of service.

Figure 37 shows the logical architecture, in UML pack-
age notation, of a software entity for system-level power
management. The concept ofpolicy is at the core of the
architecture. The Power Policy package represents an entity
that makes decisions about the resources in the system.
The Power Policy Manager takes into account all policies
and makes final decisions for the complete system. The
Resource Manager handles accounting and access control for
the resources, and takes policies into account in handling the
access to the resources. The Application Manager serves as
a registry and entry point for all applications. Energy-aware
applications send requests to and receive notifications from
the framework concerning their state and resource usage.
The Context Monitor is responsible for gathering all context-
related information in the system and making it available to
all parties in the framework. The framework described in
Figs. 36 and 37 are useful in designing application software
that can take advantage of operating system support for
energy saving.

D. Characterization of Applications: Simulation (e.g.
[168]), modeling (e.g. [161], [163], [160], [170]), and mea-
surement (e.g. [170]) are three basic ways to evaluate the
eneregy cost of software systems. Modeling can be per-
formed at any level of abstraction, starting from the lowest,
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instruction level [161] all the way up to the application
level [170]. Detailed power simulation is time consuming
and often inaccurate, whereas detailed power measurement
is faster and objective. Fine-grained measurement generates
a huge number of data in which locating important features
is difficult, whereas coarse-grained measurement leaves out
important details [166]. Hu, Jimenez and Kremer [166],
[167] have presented an infrastructure to characterizepower
behaviorof programs based on the idea of executionphases.
They instrument the program at the assembly code level to
enable precise power measurement of representative intervals
in specific phases. Two key concepts in their work are
counting of traversals ofcontrol-flow edges, instead of basic
block vectors, and incorporating event counters into their
phase classification. They have shown that the representative
intervals accurately model the fine-grained time-dependent
behavior of the program. Their results have been validated
through actual measurement of benchmark programs on an
Intel Pentium 4 system. They have shown that usingedge
vectorsreduces the error of estimating total program enengy
by 35% over usingbasic block vectors.

Other methods have also used application classifications
to drive component-level policies [159]. The approach pre-
sented by Weissel et al. [159] focuses on reduction of energy
consumption of the network interface of a handheld device as
follows: (i) data traffic parameters gathered from send/receive
statistics at the link layer-level are mapped to a predefined
set of application profiles; and (ii) for an identified profile, an
application-specific power management setting is triggered,
A power management setting is defined by abeacon interval,

which indicates the sleep period of the IEEE 802.11 wireless
interface of a handheld device. Application profiles are
characterized by the following parameters regarding network
traffic: (i) average size of packets received; (i) average size of
packets sent; (iii) ratio of average length of inactive to length
of active periods; (iv) ratio of average size of packets received
to size of pckets sent; (v) ratio of traffic volume received to
traffic volume sent; (vi) standard deviation of the average
size of packets receivced; and (vii) standard deviation of the
average length of inactive periods. In a nutshell, the work
of Weissel et al. [159] presents a power saving policy which
dynamically adapts to the detected application profile. Their
characterization algorithm was evaluated by running several
typical applications for mobile devices: Mozilla web browser,
Secure Shell (SSH) session, Network File System (NFS)
operation, File Transfer Protocol (FTP) download, Netradio
(low bandwidth real audio stream), MP3 audio stream, and
high bandwidth real video stream.

The S-IPM method presented by Min, Cha and Ha [173]
uses application classification in a system-wide context. By
monitoring kernel behavior, S-IPM gathers information on
badwidth utilization, packet size and port numbers from
network traffic. Applications are classified based on their
bandwidth utilization and burst level. A suggested appro-
priate listening interval (ALI) for the WNIC to guarantee an
allowable quality of service is as follows:

ALI = c×
ABP × PS ×RI × ET

ADR
, (28)

where c is a constant,ABP is the number of available
buffered packets,PS is the packet size, andET is the
gap between the time stamps for sending and receipt and
corresponding request and response packets.RI is related
to user activity and determined as:RI = TSS − TSSpre,
whereTSS is the current sending time stamp andTSSpre

the previous sending time stamp.

XV. I MPACT OF DPM STRATEGIES

The preceeding sections have shown that dynamic power
management in handheld devices require additional com-
puting elements in different locations across the network.
The computing elements may run on the handheld devices,
access points, servers, proxy machines, or a combination
theirof. Those are implemented with special hardware and/or
software, and the software components can be located over
a broad spectrum, namely, from the kernel of an OS to
application-level. In addition, the DPM code can span multi-
ple protocol layers [192]. From a designer’s viewpoint, two
power requirements (PR) must be satisfied as follows:

• Noninterference (PR1):Noninterference means that ad-
dition of the DPM component does not alter the func-
tionality of the system. In other words, a system with
a DPM component is functionally equivalent to one
without the DPM.

• Energy saving (PR2):It is important to show that
a DPM component indeed saves energy in handheld
devices under a variety of operating conditions, such



as application types, device characteristics, and channel
conditions. In other words, a DPM should be able to
add value to handheld devices in general.

Requirement PR1 tells us that DPM does not become an ob-
stacle for the device in delivering services. On the otherhand,
PR2 states that a DPM strategy indeed enables a handheld
device to reduce its energy cost. Acquaviva et al. [79] have
proposed a incremental methodology, as illustrated in Fig.38,
to verify that a system supporting DPM satisfies both PR1
and PR2. In Fig. 38,F, M , andG stand for the functional,
Markovian, and general models of a system under considera-
tion. Each type of model appears in two forms: without DPM
support (i.e. NO-DPM) and with DPM support. The lefthand
column lists all three models (i.e.F, M , and G) with NO-
DPM, whereas the righhand column lists all the three models
with DPM. The models were described in theAemilia [199]
architectural description language using theTwoTowerstool
[200]. Aemilia was chosen for its expressiveness to describe
both functionality and performance aspects of systems. The
accompanyingTwoTowerstool is useful in comparing two
models written inAemilia.

As illustrated in Fig. 38, in the beginning, two functional
models (F) – one with NO-DPM and one with DPM –
of the system under study are described in Aemilia. The
two functional models are compared using noninterference
analysis techniques [198], [197] that use the concept of
observational equivalence. Next, the two functional models
are enriched with the specification of timing of each system
activity through exponentially distributed random variables.
As a result, in the second phase, Markovian models (M )
are obtained from the correspondingF models. That is, one
M model with NO-DPM and oneM model with DPM are
obtained in the second phase. AnM model need not be
validated against its correspondingF model because it is
derived by attaching rate information to the state transitions
of the M model. The twoM models are solved anlytically
and compared using a variety of performance metrics: energy
consumption, throughput, and radio channel utilization, to
name a few. Finally, the exponential delays in the twoM
models are replaced with generally distributed delays in order
to observe the general energy saving capability of the DPM
strategy. TheG models are validated against theirM models
to observe if the two demonstrate the same level of average
performance. If the validations suceed, the twoG models
are simulated to evaluate the energy saving potential of the
DPM strategy under different realistic scenarios. Usefulness
of the incremental methodology has been studied by applying
it on two applications, nanmely,remote procedure calland
streaming video service.

Kim et al. [202] have used theReal-time Maudelanguage
to express application requirements, dynamicity of environ-
ment, and desired correctness constraints to analyze power
policies. Real-time Maudeis a language and tool for the
formal specification, simulation, and analysis of real-time
systems. A system state is specified as a multi-set of objects
and messages, and system behavior is represented by two
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kinds of rewrite rules: unconditional rulesand conditional
rules. Essentially, rules describe state tansitions that can be
instantaneous or timed. Rewriting and timed search are used
to generate execution traces to analyze the system by model
checking with temporal logic. They have shown how to use
Real-time Maudeto specify and analyze four power policies:

• Always-on:This policy ignores energy saving.
• Greedy: The power manager shuts down the device

whenever its idle period goes beyond a threshold.
• Cluster: The power manager tries ro aggregate idle

periods to maximize energy saving.
• DVS:The operating voltage is dynamically scaled down.

Qiu, Wu and Pedram [201] have used Generalized Stochas-
tic Petri Net (GSPN) to model a DPM for systems with
complex characteristics: concurrency, synchronization,mu-
tual exclusion, and conflict. A GSPN model is automati-
cally transformed into an equivalent continuous-time Markov
model. The optimal power management policy for compo-
nents are computed by solving a linear programming problem
based on the Markov model.

XVI. SUMMARY

We are witnessing tremendous growth in wireless com-
munication technologies in terms of coverage, data rate,
and communication range in both the licensed and free
spectrums. Advances in processor, memory, storage, display,
and user interface technologies are enabling system designers
to develop ever smaller and more powerful handsets with
multi-radio interfaces supporting celluar, Wi-Fi, and Blue-
tooth connections. Modern handheld devices in the family of
smart phones and PDAs, for example BlackBerry and iPhone,
support both voice and data communications for making
phones calls and browsing the Internet. On the other hand,
application specific handheld devices, for example, iPod for
music, iPad for electronic book reading and phone calls,
and Kindle for electronic book reading, are on the rise. Al-
most universal Internet accessibility and world-wide mobility
make the pocket-size devices so popular for general com-
munication, entertainment, and business applications. Small
size, which makes handheld devices so popular, also imposes
resource constraints on the devices in their processing power,



memory and storage capacity, and battery life time. For
handheld devices, the energy resource plays a vital role
in determining their dependability, because once a device’s
battery is completely depleted it becomes unavailable for
further use. A number of software based strategies have been
developed over the past 15 years to make handheld devices
energy efficient. For a comprehensive understanding of the
energy saving approaches available in the reseach literature,
we organized about 200 reserach articles into 14 sections.

In Section III, we explained the key idea behind smart
batteries, the architectural details of a smart battery, and how
to make applications aware of the remaining charge quantity
of the battery. Knowledge about the SoC level of the battery
can be used in designing energy-aware applications. It is im-
portant for programmers to understand battery characteristics
to be able to schedule tasks so as to reduce peak energy
demand.

In Section IV, we reviewed the important reserach results
in energy efficient displays and GUI design. For displays,
we explained the concepts ofbacklight control, frame buffer
compression, dynamic control of color depthand refresh
cycle, and dark window optimization. For efficient user
interactions, we explained the roles of hardware, operating
system, and application programs. We explained the concept
of a model human processorand three fundamental pro-
cesses, namely,perception capacity, cognitive capacity, and
motor speed. Three groups of specific energy reduction tech-
niques, namely,power reduction, performance enhancement,
and facilitators, in GUI design were discussed. Finally, we
explained the KLEM method for predicting user interaction
time and energy cost.

In Section V, we explained the concept of aµSleep state
of an OS and the concept ofwake-on-wireless. TheµSleep
state of an OS is different from itsIdle state, and it is an
indication to the procssor to go into a sleep state thereby
saving more energy. The concept ofwake-on-wirelessaims to
eliminate the power consumed when a Wi-Fi enabled device
is idle. The wake-on-wirelessconcept requires a second
wireless interface, one or more proxy, and a device server.
The main drawback of this approach is the need for a large
number of proxy machines to be deployed.

In Section VI, we discussed the power saving techniques
built into the IEEE 802.11 family of standards for Wi-Fi net-
works, a few novel power saving techniques for IEEE 802.11
based devices with dynamic ATIM window management and
longer sleep time, MAC-level download scheduling by APs,
and power management in WiMAX subscriber stations. All
the approaches to energy saving focused on putting a user
device’s WNIC into its sleep state for the maximum amount
of time.

A number of proxy assisted energy saving techniques
were discussed in Section VII. Those proxies weredata
transforming proxywith power-friendly data transformation
and transmission,HTTP-level power aware web proxy, power
aware streaming proxy, caching proxyfor streaming me-
dia delivery, andstreaming audio proxy, We explained the

network architectures and protocols for those proxies, and
discussed their energy saving potential.

Proxyless, server-based approaches to energy saving in
handheld devices were discussed in Section VIII. Servers
can performtraffic adaptationand traffic shapingto enable
handheld devices to save energy by utilizing information
about applications: input buffer size, expected rate at which
the user device empties data from the buffer, WLAN card
on/off transition time, and WLAN card status. We discussed
the details of a software architecture for server controlled
power management. The section included two scheduling
policies, namely,Closed-Loop Dynamic Power Management
andOpen-Loop Dynamic Power Management, to exploit the
information available at the application level to save energy.

Transport protocols are widely used by handheld devices
to download files from servers. Therefore researchers have
explored several ways to save energy in handheld devices
by evaluating the computational energy cost of transport
protocols and controlling the energy cost of WNIC by
utilizing TCP states. Those results and the concept of a
power-saving transport protocol were presented in Section
IX.

Energy saving techniques that can be applied at the
application level have been studied in Section X. Those
techniques aredata compression, download scheduling, and
computation offloading. Handheld devices have relatively
less amount of stable storage compared to, say, laptops. The
concept ofvirtual memory is key to designing applications
with high storage requirements. With high latency of stable
storage devices in handheld systems and with incresingly
faster network interfaces, system designers may be tempted
to implement a network-based virtual memory system. The
efficacy of implementing a network-based virtual memory
system, from the standpoint of energy efficiency, has been
discussed in Section XI.

In Section XII, we summarized a number of low-level
programming techniques in order to save the energy ex-
ecution cost of applications. Those techniques focused on
reducing memory accesses, energy cost driven code gener-
ation, instruction reordering for low power, and instruction
packinganddual memory loads. In addition, we explained a
software environment for energy-aware programming where
three key concepts were energy relatedAPI library, energy
data recording, andenergy predictionfor individual tasks.

In Section XIII, we explained a software architecture that
enables designers of handheld systems to integrate individual
energy saving techniques and strategies. Because, in general,
an energy saving technique for one subsystem cannot be
applied independent of other components, it is important to
integrate individual energy saving techniques at the levels
of packet transmission for burstiness, CPU task scheduling,
dynamic frequency scaling, coding and compilation, and
displays.

Energy cost prediction is key to making handheld devices
adaptive to the remaining amount of energy. In Section XIV,
we reviewed a number of energy cost modeling approaches,



namely, low-level energy modeling, high-level energy mod-
eling, system-level energy modeling, and characterization
of applications. In Section XV we identified the issues to
be considered after incorporaring a DPM component into a
system. Specifically, there is a need to verify that the added
component does not interfere with the original functionality
of the system and that the DPM component indeed enables
the system to save energy. We explained how high-level
system description languages, namely,Aemilia, Real-time
Maude, andGeneralized Stochastic Petri Nets, can be used
to model and analyze systems with a DPM component.

XVII. F UTURE DIRECTIONS

In spite of the tremendous progress made to achieve energy
efficiency in wireless handheld devices, much more can be
done as we come to the realization that battery energy defines
the availability of the device. In this section, we identify
a few opportunities that augment the current strategies for
energy efficiency and point to new research directions.

• Battery State Information:The concept of wireless
channel state information (CSI) [207] allows us to
understand how the wireless link is behaving from the
perspective of packet loss. It is used in developing
down-link packet scheduling algorithms to maximize
link throughput by identifying the user facing the best
channel quality at a given time. Similarly, the concept
of battery state information (BSI) can be developed at
the OS level to maximize the battery life-time of the
device. BSI will include the present charge capacity of
the battery and the rates at which major subsystems
are draining energy. The OS can use the information to
schedule tasks for energy efficiency, and also provide
the BSI information to energy-aware applications. Low-
cost current sensing hardware [208] is needed to gather
BSI information from batteries. Battery models (e.g.,
see [7] and [14]) can be applied to construct macro-
models of BSI from the microdata about current.

• Coordinated Strategies:The existing energy saving
strategies work independently, with an implicit assump-
tion that those are orthogonal, meaning that their energy
saving effects are additive. It will be interesting to
validate that those strategies and techniques can coexist
to produce additive benefits. More interesting will be
any identification of their their synergistic effects in
reducing energy costs.

• Efficient task scheduling:The existing strategies and
techniques for energy efficiency largely ignore the long-
term life management of batteries. There is a need for
new processor scheduling algorithms to: (i) maximize
the lengths of its idle periods; and (ii) reduce the current
peaks. The first objective will let the process sleep
longer, whereas the second will slow down the decay
of battery capacity. For example, coordination among
the major subsystems of a handheld device can reduce
current peaks.

• Exploit the resources available in the personal
workspace:It is not uncommon for users to carry mul-

tiple portable wireless systems, namely, a smartphone
and a laptop. New strategies and techniques can be
developed to enhance the battery life of a smartphone
at the expense of the laptop [209]. This paradigm of
resource sharing is different than the proxy- and server-
based approaches.

• System-wide policy and mechanism to accumulate small
data packets:We studied the traffic pattern of smart-
phones and observed that a good portion of the packets
are of small size and the generated traffic is bursty
in nature. Motivated by these two observations, we
have proposed a Low Energy Data-packet Aggregation
Scheme (LEDAS) [210]. It accumulates a number of
upper layer packets into a burst at the WiFi MAC level,
based on formation time, size, and number of packets.
With this scheme, larger bursts lead to longer inactivity
periods during which the communication module can
be kept in doze mode. In addition, fewer MAC frames
lead to less overheads and contentions in the wireless
medium. However, the data packets incur delays due
to the accumulation process. We have evaluated the
efficacy of the technique by simulations and showed
the energy-delay trade-offs. The idea can be extended to
MAC protocols based on slotted time and short packets.
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