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ABSTRACT
Automated web GUI testing has been widely adopted since manual
testing is time-consuming and tedious. Waiting strategy plays a
vital role in automated web GUI testing since it significantly im-
pacts the testing performance. Though important, little focus has
been set on the waiting strategies in web GUI testing. Existing
waiting strategies either wait for a predetermined time, which is
not reliable in a dynamic environment, or only wait for a specific
condition to be verified, which is often not robust enough to handle
the complicated testing scenarios. In this work, we introduce a ro-
bust waiting strategy. Instead of waiting for a predetermined time
or waiting for the availability of a particular element, our approach
waits for a desired state to reach. This is achieved by capturing the
Document Object Models (DOM) at the desired point, followed by
an offline analysis to identify the differences between the DOMs
associated with every two consecutive test actions. Such differences
are used to determine the appropriate waiting time when automat-
ically generating tests. Evaluation results with an industrial web
application indicate that our approach produces more robust tests
than the conventional waiting strategies used in web GUI testing.
Furthermore, our generated tests are more representative of the
recorded usage scenarios and are efficient with low overhead in
test execution time.

CCS CONCEPTS
• Software and its engineering→ Software testing and debug-
ging.

KEYWORDS
Automated web GUI testing, waiting strategy, GUI rendering, in-
dustrial experience report
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1 INTRODUCTION
Modern web applications provide rich functionalities and informa-
tion to meet users’ growing needs for business, daily activities, and
entertainment. Graphic User Interfaces (GUIs) play a vital role in
web applications as they facilitate user interaction and informa-
tion access. Therefore, it is important to test the functionalities
and responsiveness of GUIs to ensure a seamless user experience
without software failures. A typical way to test web application
GUIs is through manual verification where software testers manu-
ally interact with the application under test (AUT) by performing
actions like clicking buttons, based on test specifications, to verify
GUI correctness. Although manual testing accurately simulates
the real user experience of interaction and ensures test actions are
performed correctly, it is extremely tedious, labor-intensive, and
consequently costly and error-prone [7, 17]. Our industrial collab-
orator also suffered the above issues of manual Web GUI testing,
yet the importance of Web GUI testing makes it unavoidable in this
real-life case.

To mitigate these issues, testing automation frameworks like
Selenium [50] are often adopted to streamline the testing process.
These frameworks support the Record-and-playback testing for
Web GUI. In particular, during a recording phase, testers manu-
ally interact with the application while the framework records
those interactions. Afterward, the framework can automatically
play the recorded interactions, which become automated tests that
are conducted on the Web GUIs of the applications. However, when
employing such automation frameworks in GUI testing, testers are
often required to determine appropriate waiting times between
actions. The waiting time is added such that web pages can be fully
loaded and interactable before executing subsequent testing actions
on the web page.

Currently, the most commonly used waiting strategies in Web
GUI testing [37, 43, 45, 48] are waiting for a predetermined time [51]
and explicit wait [53].Waiting for a predetermined time pauses the
execution of the test for a certain period, allowing time for the
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new page to load. Explicit wait operates by waiting for a specific
condition of a web page element to be fulfilled, such as the visibility
or clickability of an element, before proceeding with the test execu-
tion. However, both strategies have their inherent limitations, and
we also encounter major challenges when attempting to integrate
them into testing a large-scale enterprise web application from our
industry collaborator. In particular, we find that by applying the
mix of both waiting strategies, the generated tests still often fail due
to flakiness. Neither waiting for a predetermined time nor explicit
wait would ensure that after the wait, the web application is ready
for the next action. In addition, there is a discrepancy between the
generated tests and the original recording of the tests; while the
existing waiting strategies cannot address such discrepancy. Finally,
we find that after putting many waits into the tests, the duration of
the tests often becomes very long, wasting many resources.

Despite the limitations of existing waiting strategies, there exists
little work on effectively and appropriately determine the waiting
time between actions in GUI automation testing. To the best of our
knowledge, the work of Feng et al. [15] and its follow-up work [14]
are the only studies that are attempting to address the challenges
of current waiting strategies in GUI testing. However, their focus
is on Android GUI testing, which differs considerably from web
GUI testing [33, 48] because of the different development and exe-
cution environments. Additionally, the datasets and models used
in their work are specifically tailored for Android GUI automation
testing [9, 18, 31, 38, 39, 49], making their approaches inapplicable
for resolving waiting issues in the context of our target industrial
Web application.

Therefore, in this paper, we propose an approach to assist in con-
ducting the Record-and-playback automated GUI testing for our
industrial collaborator. Instead of waiting for a predetermined time
or waiting for the availability of a particular element, our approach
captures the desired state of the web application during the record-
ing of the tests. Therefore, the tests generated by our approach wait
for the appearance of the desired states to automatically perform
test actions during testing. In particular, our approach captures
the Document Object Models (DOM) at the desired stage of the
application during recording. Then, we conduct offline analysis to
compare the differences between the captured DOMs of every two
consecutive test actions. Such differences are used to determine the
appropriate waiting time when automatically generating tests. Our
evaluation results with an industrial web application indicate that
our approach produces more robust tests than the conventional
waiting strategies used in web GUI testing. Furthermore, the gener-
ated tests are more representative of the recorded usage scenarios
and are efficient with low overhead in test execution time.

The contributions of this paper are as follows:

• To the best of our knowledge, this is the first study that tries
to address the challenges of waiting strategies in web GUI
testing.

• We propose an easy-to-apply approach that only uses the
differential information of the DOMs to assist in waiting for
the desired states of the web application under test.

• We develop our approach into a tool, which has been adopted
in testing a real-life industrial web application on a daily
basis.

Paper organization. Section 2 presents the background infor-
mation about the current practice in automation testing. Section 3
discusses the challenges encountered when applying automated
GUI testing in the industry. Section 4 describes our approach to
addressing the challenges. Section 5 evaluates our approach. Sec-
tion 6 presents the related work to our study. Section 7 discusses
the threats to the validity of our study. Finally, Section 8 concludes
this paper.

2 BACKGROUND
In this section, we present background information about record-
and-playback automated GUI testing practices and waiting strate-
gies in automated GUI testing.

2.1 Record-and-playback automated GUI testing
One of the widely adopted GUI testing techniques is based on a
record-and-playback loop during the testing process. Such a tech-
nique is also supported by Web GUI testing tools like Selenium
IDE [22]. Normally, testers need to perform a set of actions on the
web application according to their testing scenarios. During the
testers’ operations, these actions are recorded and stored by the
recording tools. Afterward, testers can playback these recorded
test actions when needed. Figure 1 gives an illustrative example
of a recording-and-playback testing process for the iCloud login
page1 using Selenium IDE. As shown in the Recording Step, in
this scenario, testers first need to open the login page, input their
email address, and click the arrow at the end of the input area as
highlighted in the red box. Afterward, the testers would need to
wait for the password input field to appear, then input the password
and move on to the next action.

The recording of the actions is automatically generated by Se-
lenium. Each of the performed actions is recorded as a command
that denotes what kind of action is performed, a target that denotes
where the action is performed, and a value that denotes the input
(if any) from the tester within the corresponding target. After the
recording phase, testers can replay the recordings directly from
the Selenium IDE. In the table given in the example, the recorded
test actions from Selenium IDE are replayed as follows: The iCloud
login page is opened using the previously recorded URL. Selenium
IDE then targets the account name input field, identified by its
element id “account_name_text_field”, and enters the email address
“admin@icloud.com”. The arrow at the end of the account name in-
put field is identified with the element id “sign-in” and then clicked.
After several seconds the password input field should appear and
Selenium IDE identifies it by its id “password_text_field”.

In addition to playing back directly from the IDE, testers can
also export the recordings to test code and playback the tests from
there. As the automatically generated test code in Figure 1 shows,
the generated test code adopts Selenium WebDriver APIs [54] to
interact with browsers. In the given code, driver is an object of
the browser driver that is used to relay commands to the browser.
Method findElement is used to find the target element an action is
performed on and sendKeys and click are actions to perform within
the target element.

1https://www.icloud.com/



Towards a Robust Waiting Strategy for Web GUI Testing for an Industrial Software System ASE ’24, October 27-November 1, 2024, Sacramento, CA, USA

# Command Target Value

1 Open https://www.icloud.com

2 Click id=account_name_text_field

3 Type id=account_name_text_field admin@icloud.com

4 Click id=sign-in

5 Wait ... ...

6 Click id=password_text_field

Record-and-Playback generated by Selenium

Automatically generated test code

4

5

6
Waiting for a

predetermined time

4

6

wait for the password
 text box to appear

5

iCloud login UI

Record Step

Playback Step

Explicite wait

Figure 1: Web GUI testing example for iCloud login page

2.2 Waiting strategies in automated GUI testing
Although GUI testing tools like Selenium IDE can easily generate
the test recordings and scripts, the generated tests can be fragile
and flaky [20, 26]. One of the main reasons for the fragility and
flakiness are often caused by the need for waiting time between
actions [2, 15, 20, 27, 45, 48]. As shown in our example in Figure 1,
the testers need to wait for the appearance of the password box in
order to perform the action of inputting the password. Therefore,
testers often need to manually inject some waiting commands.

There are typically two typical waiting strategies supported
by these GUI testing tools. 1) Waiting for a predetermined time.
One may simply force the test to pause for a certain period of
time, (e.g., Thread sleep) to avoid processing to the next action
too early. Intuitively, this approach would not completely address
the flakiness [12, 37] of the generated tests since the responding
time of GUI is often variable and unpredictable. Although one
may always increase the waiting time to avoid flakiness, such an
approach would drastically increase the duration of the tests [15].
2) Explicit wait. One may also ask the test to wait for a certain
condition, such as the availability of an element that the next action
depends on. GUI test tools like Selenium provide native support on
such explicit wait [20, 37, 42, 43, 45, 51, 53]. In the example shown
in Figure 1, the test may wait for the password input box to be
clickable before performing the action. While addressing some of
the flakiness of the tests, a certain condition of an element may not
be the desired condition by the testers. For example, a button being
ready for clicking does not mean that it is the appropriate time to
click that button. The true correct time to click the button depends
on the actual testing scenario. We find that such cases often appear
in testing real-world web systems and are discussed in the next
section (Section 3).

3 CHALLENGES OF AUTOMATED GUI
TESTING ON AN INDUSTRIAL SYSTEM

In this section, we discuss the challenges that are encountered when
automated GUI testing is applied to an industrial software system.

3.1 Industrial system under study
The target industrial system of our work is a large-scale software
application with a Web-based graphical user interface (GUI). We
call the system ES in the rest of this paper. ES was developed and
hosted by our industrial collaborator, which is a leading provider
of environmental management solutions for manufacturing compa-
nies. ES is designed to manage various regulatory reports, such as
the Toxic Release Inventory (TRI) [1] and the National Pollutant
Release Inventory (NPRI) [13]. It offers reporting services on these
regulations for enterprises worldwide, encompassing industries
such as automotive, aerospace, oil and gas, and paints and coatings.

Since the users (customers) of ES are mainly non-experts in
software or computer domains, the web-based GUI is extremely
crucial for the adoption of the system by its customers. The web-
based GUI is built using the Bootstrap 5 framework and operates
on an IIS web server. The server side of ES is developed using the
Microsoft ASP.NET framework [32]. Different from simple web ap-
plications, which primarily involve simple data create-read-update-
delete (CRUD) operations, ES focuses on handling a large volume
and diverse regulatory reports. Consequently, the customers inter-
act with ES to dynamically generate and render of numerous forms
and sheets through the web-based GUI. There is also a substantial
amount of interaction between the client side and the server side
for data retrieval and storage.

Moreover, due to the diversity of the customers, many of the
forms in ES are dynamically generated in response to user actions
and each form comprises various elements and widgets, such as
drop-downs and calendars, which may have inter-dependencies,
like cascading drop-downs. Therefore, the variety and the interac-
tive nature of these forms contribute to a higher level of complexity
compared to simple web applications, making it more challenging
when directly applying existing automation testing strategies in
the context of ES.
GUI testing and waiting strategies. Given the extensive client
base and the critical nature of the service, the reliability of the web
application’s functionalities is a key priority for our industrial col-
laborator. For a long period of time, our industrial collaborator has
relied on manual GUI testing of ES. However, due to the continuous
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increase in testing scenarios, this approach has gradually become
impractical. During the past two years, the first two authors have
closely worked as embedded researchers with our industrial col-
laborator to help them automate their testing process. Inspired by
the existing work in automated GUI testing [10, 14, 19, 20, 36], we
have applied a Record-and-Replay testing approach to assist testers
in recording their test actions once and replaying them as needed,
thereby reducing manual effort. In addition, due to the fact that
the test code generated by the recorder contains only the sequence
of test actions, i.e., without any waiting interval between two ac-
tions, we also need to manually insert numerous waiting commands
between test actions with the duration determined based on the
personal experience and expertise of the system. However, through-
out the collaboration process, we have also identified several major
challenges when applying the existing practice in the context of
our target industrial web application.

3.2 Encountered challenges
In this subsection, we discuss the challenges encountered when
conducting record-and-playback GUI testing for the industrial sys-
tem.
Challenge 1: Substantial test failures due to flakiness.

During GUI testing, testers often encounter the need to insert
a wait between two actions. Although manually applying the mix
of the two waiting strategies (cf. Section 2.2), we are still facing
substantial test failures when confronted with the dynamic and
complex nature of GUIs. In particular, although we injected explicit
wait for almost every action in the tests, the complex nature of the
web system makes the wait unreliable. In other words, a certain
condition of a web element may not ensure the applicability of an
action (cf. motivating example 1). To avoid such test failures, we
had to inject further wait for a predetermined time, as long as 10
seconds to ensure the test would not crash in the middle. However,
the responding time of the elements on the web pages of such a
complex system is unpredictable due to factors such as internet
connections, the amount of data in the database, GUI layout, and
so forth. In short, we were still facing test failures that resulted
from the inability to locate the element, e.g., “No Such Element
Exception [11]” and had to re-run those tests.
Challenge 2: Unrepresentativeness to actual scenarios.

During the GUI testing of our target industrial web application,
it is crucial to ensure that the testing scenarios of the system during
the playback phase align with the usage scenario envisioned by
testers during the test recording phase. However, existing GUI
testing and waiting strategies can often lead to inconsistencies
between the recorded and the playback of the tests, resulting in
unrepresentativeness with actual scenarios. In fact, neither waiting
for a certain period of time nor waiting for a certain state of a
web element (e.g., clickable of a button) would ensure the web
application under test is at the appropriate time to proceed with the
next action. In particular, inmany cases, waiting for a certain state of
a web element (e.g., clickable of a button) often leads to performing
the next action too early. We find that all too often when the time
a button is ready for clicking, other important related elements are
still rending (cf. motivating example 2). For example, on YouTube,
the video may not be loaded while the corresponding hyperlinks

to other similar videos are already clickable. If in the recording
phase, the next step of the test is to view other similar videos, the
test would not be representative of the recorded scenario since the
video on the current page may be skipped. Such an issue may also
appear when waiting for a predetermined waiting time.
Challenge 3: Prolonged test execution.

We also encountered the challenge of potentially prolonged test
execution times when employing strategies of waiting for fixed
lengths, which can adversely affect project timelines and resource
allocation. In particular, in order to ensure the test cases can be
successfully executed without the impact of flakiness, testers often
prefer a conservative long waiting time interval between test ac-
tions. However, regardless of whether the web application under
test is ready to proceed with the next action, the tests have to wait
for a predetermined duration, which sometimes is over 10 seconds.
Therefore, this waiting time becomes an overhead and increases the
overall time required for test execution. Prolonged test execution
times not only delay the feedback to development teams, imped-
ing the project’s progress but also increase the testing costs and
resource consumption.

Step 1: choose from the facility drop-down list

Step 2: waiting for the Location and
Department drop-down list to be populated

Step 3: choose the
Indicent Type check

boxes 

Step 4: Save the form

The recorded test
would not be aware

of step 2. 

Figure 2: Real-life motivating example #1

3.3 Motivating examples
In this subsection, we present two real-life motivating examples to
demonstrate the challenges that we encountered in practice.
Motivating example 1. Figure 2 presents a motivating example
from ES. On this page, users of ES are required to interact with
a sequence of drop-down lists and checkboxes before saving the
entered information in a total of four steps. In particular, the user
needs to 1) select from the Facility drop-down list, 2) await the
dynamic population of the subsequent two drop-down lists, i.e.,
the Location drop-down list and the Department drop-down list.
Then 3) the user needs to choose an option from the Incident Type
checkboxes below. Finally, 4) the user saves the completed form.

When recording the tests, the recorded tests would only contain
the three steps of actions: 1) selecting from the Facility drop-down
list, 2) selecting from the Incident Type checkboxes and 3) saving the
form. However, the most important waiting on the population of the
Location and Department drop-down lists are missing. Moreover,
since there are no direct interactions between the users and the
two drop-down lists. The generated test does not even include
these two elements. We tried to add explicit wait after the first
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action. However, the explicit wait would wait for the availability
of the Incident Type checkboxes, instead of the two drop-down
lists. This is because, from the view of the test, the next action after
the first step is selecting from the checkboxes. Without manually
analyzing the test code to understand this issue and adding ad
hoc waiting code customized for this test, we were depending on
a very long waiting time to avoid the test failure. This is a real-
life example that demonstrates the challenge of test failure due to
flakiness (Challenge 1) presented in the previous subsection and the
temporary solution of having a long waiting time also contributes
to the challenge of prolonged test execution (Challenge 3).
Motivating example 2. Figure 3 presents a real-life example re-
lated to the discrepancy between the recorded web page and the
web page during playback. As shown in Figure 3a, in the scenario
under recording, testers wait for the tree of checkboxes (highlighted
in the red box) to be rendered before performing the next action.
However, as displayed in Figure 3b, during the playback phase, the
rendering of the tree of the checkboxes is not finished when the
tests start to perform the next action. In this case, the test would
not fail since the tree of checkboxes is not a required field of the
form. However, without having a tester to check the progress of the
automated GUI test, we would not even know the rendering of this
tree of check-boxes is often not even executed during tests. This
playback of the testing scenario is not exactly representative of the
recorded testing scenario. This is a real-life example that demon-
strates the challenge that the generated tests are unrepresentative
of the actual scenario (Challenge 2).

(a) Web page during recording (b) Web page during playback

Figure 3: Real-life motivating example #2

3.4 Our approach to addressing the challenges
By carefully examining the nature of the three challenges that are
encountered in practice, we find that the existing automated GUI
testing waiting strategies are not designed to truly represent the
usage scenarios of actual users, but rather objective measurements
like time, or whether an element is clickable. However, in real life, a
user would not hold a timer to decide whether to perform the next
action. In most cases, a real user would not use whether an element
is clickable to drive the decision to go to the next page. Instead, users
would see the entire web page as a whole to determine whether
they have seen all the needed information to continue their actions.

Therefore, if one would generate a test that exactly replicates the
usage scenario of the testers, the test would be much less flaky, since
a tester would not attempt to click on something that is not there
or not clickable (addressing Challenge 1). The exact replicate usage

scenario would not make the test unrepresentative (addressing
Challenge 2) and an actual tester’s usage scenario would not have
extensive waiting steps unless necessary (addressing Challenge 3).
Therefore, the goal of our approach is to try to capture the actual
usage scenario during the record-and-playback testing.

The state-of-the-art record-and-playback testing practices cap-
ture the usage scenario mainly focusing on the interactions between
users and the applications while putting less focus on the states of
the application. We argue that since the user’s behavior is exten-
sively driven by the perception of the entire states of the application
under test, we should capture both the actions of users and more
importantly the states of the web applications under test. To em-
phasize, the state information of the web application is based on
what the actual users can perceive, instead of whether the page is
“loaded”, “stable” or “actionable”.

Hence, our approach contains three steps: 1) capturing the de-
sired states of the web applications for each action, 2) generating
signatures of the states, and 3) generating tests based on the sig-
natures. In the next section (Section 4), we present the detailed
implementation of our approach that assists web GUI testing for
ES.

4 IMPLEMENTATION
In this section, we present our actual implementation of a record-
and-playback testing approach, that assists our GUI testing for ES
on a daily basis. Our implementation is based on an extension to
the existing Selenium IDE recorder.

4.1 Capturing the desired states
To wait for a desired state to be reached in a test scenario, we must
first capture the desired states of each action. Selenium IDE already
provides the feature that captures the interaction between users
and web applications [22]. Therefore, we opt to extend the existing
Selenium IDE such that during the recording phase, whenever an
interaction is performed by the tester, not only the interaction is
captured, we also capture the Document Object Model (DOM) of the
correspondingweb page and create a reference to the corresponding
interaction. One may argue that DOM only represents the UI of the
systemwhile the states of the system also include other information,
such as its back-end data. However, we consider the information
reflected on UI is the most directly perceived by the users, especially
during Web GUI testing.

When capturing the DOM of web pages, we encounter situa-
tions involving iframes within a web page. Specifically, when the
corresponding element of interaction is located in the main win-
dow, we exclusively store the source code of the main window,
omitting all embedded iframes. On the other hand, for interactions
performed on elements nested within an iframe, only the DOM of
the respective iframe is collected. This choice of implementation
is based on our intuition that if the interacted element is directly
embedded in the main window, the focus of the action is on the
main window otherwise the users should be more concerned with
the elements embedded in the iframe. This also ensures minimal
overhead and precise capture of the page’s current state before any
transitions. It is also worth noting that for an interaction related to
an iframe, the id of the iframe (if present) is also recorded to identify
the iframes more precisely when playing back the test cases. This is
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Capturing the Desired States

Record
State

Selenium
Side File

Extract
Data

HTML

Diff&
Filter

<div>

Newly
Loaded

Elements

<div>

Modified
Selenium

IDE

Perform
Actions

Test Code

Generate
Code

Generating Signatures of the States Test Code Generation

Test
Actions

Waiting
Method

Generate
Waits

Figure 4: Overview of our implementation

an improvement over the default iframe identification by indexes in
Selenium IDE, which is often unreliable when dealing with multiple
iframes on a single web page.

4.2 Generating signatures of the states
Once we have gathered the desired page states, the step is to ascer-
tain when these states are achieved during test execution. Therefore,
we would need to generate a signature to represent desired states,
such that during testing, the tests can match with the signature to
determine whether to perform the next action.

A most naive signature would be directly using the content
of the DOM, captured from the last step, to be compared during
tests. However, this naive approach has two major issues. First,
the direct comparison of two DOMs is costly, introducing much
time overhead to the tests. If our approach costs very high runtime
overhead during tests, it would have a low advantage over a simple
predetermined waiting time. Second, more importantly, it lacks
resilience against the trivial differences between the same web page
being accessed multiple times. Much information on a web page,
such as IDs of elements, is dynamically generated during runtime.
Without filtering out such differences, our approach would not
match to the desired state.

Instead of treating the entire page as signatures for comparison,
we generate the signatures from the differences between the DOMs
of the two consecutive actions, which are typically much smaller
than the entire DOM. Our intuition is also based on a heuristic that
if the differences between the two DOMs can all be observed, it
is likely that we have reached the desired state of the web page.
In particular, the differential analysis between the DOMs can be
conducted offline, after the recording phase is done. With the offline
analysis, our approach does not need heavy runtime comparison
between signatures; while only a small set of different elements
between two desired states are checked during testing. In addition,
if there are no changes between the desired states of two actions,
the generated tests would not even need to have wait between the
two actions. Such an implementation choice would help reduce
the runtime overhead of our approach.

The most important elements we need to wait for during test-
ing are the added elements. In our industrial context, the content
change of the text elements is also very important because the
changed data in the sheet cells and other widgets are very likely
subject to the actions on the database, which often take a longer
time to process. Therefore, we need to apply a diff algorithm to
compare two consecutive desired states on the element granular-
ity to identify the added elements and the updated text elements

during the transition from a page state to its subsequent page state.
There are many algorithms for comparing HTML documents. While
many studies leverage these algorithms to assess the similarity of
these DOMs and identify the near-duplicated states to streamline
the testing steps [56], we focus on the differences of these DOMs
to guide signature generation and determine waiting conditions.
Recent work [3, 34] finds that the SFTM algorithm [4] has a better
performance in comparing HTML documents than others [24, 44].
Therefore we start from using the SFTM algorithm to compare our
collected desired page states to identify the potential elements that
need to wait for. However, we find that the default output of the
SFTM can not be adopted for ES. This is because: 1) The SFTM
algorithm does not compare the text content in the elements, which
means it will take two elements similar in the criteria it cares about
but different text content a match, 2) The default output contains
many invisible elements that can negatively affect our approach by
letting our approach wait for invisible elements to be displayed.

To adapt the SFTM output to ES, we first refine SFTM by further
investigating the elements that directly contain text content in its
output. Specifically, we compare the text content in the pairs of
elements that SFTM identifies as remaining the same or updated to
extract the elements that have their text content changed. To tackle
the second issue, we leverage some heuristic rules to remove the
invisible elements. For example, an element is invisible, if the values
of the style attributes of the element and any of its parents contain
“display: none” or the value of its or any of its parent’s height or
width attribute is 0px. Since our target industrial web application
leverages the Bootstrap 5 frameworks, we also add some framework-
specific rules (e.g., class contains sr-only) to filter out the invisible
elements. Similar rules to filter out the invisible elements are also
used in some existing work [34]. The adapted SFTM algorithm
would increase our approach’s resilience against trivial runtime
differences; while capturing all important differences between
two desired states.

4.3 Test code generation
After identifying all the elements that we need to wait to ensure the
desired state is reached, we generate our test code based on these
elements and their corresponding interactions that are already cap-
tured by the Selenium IDE. To ensure the visibility of these elements
by automated tests, we first need to generate a Selenium locator
for each of them to locate them. We implement an approach based
on JSoup [21], a Java library for parsing HTML, which generates
the corresponding Selenium locators for each element. Similar to
Selenium IDE, we generate the locators for an element based on
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its id, attributes, and position. The details of the different kinds of
locators we generate are presented in Table 1. Among these loca-
tor types, the id locator is typically the most reliable, whereas the
xpath position locator is prone to change [28, 41]. However, an id
locator may not always be available for a given element. In such
cases, it is better to prioritize locators based on link text, name, and
attributes etc. over the xpath position locator, due to their enhanced
stability. Therefore, we store the locators in the order outlined in
Table 1, selecting the first locator from the list for each element
to improve the precision and consistency in our element locating
process. However, for text elements, we prioritize all of the other
locators before the locators that leverage the text content because
the text contents in ES are likely to change. For example, the data
in the cells of the sheets can be updated quite often. This allows
our method more resistant to the dynamic changes in ES

Table 1: A list of different locators used in our test generation

Locator name Description

id Locate an element by its ID
link text Locate a link element by the text it displays
name Locate an element by its name attribute
xpath link Use xpath to find a link element
xpath attribute Use xpath and its attribute to find an element
xpath relative id Use xpath and its parent’s or sibling’s id to find an element
xpath image Locate an image element with xpath and specific image at-

tributes
xpath href Loacte an anchor element with xpath and the href attribute
xpath inner text Use xpath to find element with specific text content
xpath position Find an element based on its position in the DOM

At the final step, we generate test code by using FreeMarker [16],
a template engine to generate text output. We generate code for
actions recorded by Selenium IDE including open, click, type, send-
Keys, and selectFrame. For each of the locators of the elements that
are identified for ensuring the reach of the desired states, our wait-
ing method uses Selenium explicit wait to wait for its visibility. It
then ensures the clickability of the target element. In situations
where no new and changed text elements are detected following
an action, our method omits the creation of a waiting statement,
recognizing that no changes require a pause before continuing with
the subsequent action. This strategy ensures only applying waits
where necessary, thereby streamlining the testing process.

5 EVALUATION
In this section, we introduce the experimental setup for our evalua-
tion and discuss the evaluation results from three aspects: 1) the
robustness, where we focus on the test failures due to flakiness
(cf. Section 3-Challenge 1); 2) the representativeness, where we
evaluate whether the playback phase aligns with the usage sce-
nario envisioned by testers (cf. Section 3-Challenge 2) and 3) the
efficiency, which refers to the execution times of the test cases
that can be successfully executed without the impact of flakiness
(cf. Section 3-Challenge 3).

5.1 Experimental setup
5.1.1 Subjects. Our evaluation is performed on a business-critical
module of ES and this module is about creating and maintaining
environment-related regulation reports. We collected 26 real-life

Web GUI test cases for evaluation, which encompass a range of 11
to 51 steps each and cover almost every aspect related to creating,
deleting, editing, and verifying environmental reports. Some actions
in these test scenarios are performed in different iframes, and many
of the test actions are performed on dynamically generated elements
and can trigger the page rendering process and data retrieving
process, making these test scenarios highly complicated. To give
more details, we have made all screen recording videos of the tests
and the extracted data available online2.

5.1.2 Baselines. The baselines for our evaluation experiment con-
sist of three different waiting strategies that are commonly used
in current GUI testing practice. These include: running test cases
using Selenium explicit wait, employing the Thread sleep strategy,
and without using any waiting statements. These baselines are also
used in existing work [45]. Prior study [5] points out that a typical
time limit that users can tolerate for a page loading is around 3
to 5 seconds, therefore, we set the time limit for Thread sleep to 5
seconds. To make our evaluation more comprehensive, we also run
the test cases with a doubled time limit (i.e., 10s) for Thread sleep.

5.1.3 Environment. To generate test cases from these test scenarios,
we first use the Selenium IDE tailored for our industrial context to
record the test actions defined in the test scenarios. Throughout this
process, each action is executed on a stable page determined with
human expertise. The experiment is performed in a macOS Ventura
13.1 operating system with an Apple M1 Pro CPU and 32GB RAM.
The display we use is a 4K LG 32UN500-W monitor. The window
resolution is set to 1920×1080 during the recording process. Google
Chrome (121.0.6167.85 official build for arm64) is chosen as the
browser for testing considering its popularity and widespread use
in practice. After the test cases are generated, we execute them
with different waiting strategies. We collect the console output
and record a video of each test execution for further analysis. All
test cases are executed in incognito mode with the browser cache
disabled, and the browser window size is kept consistent with that
used during the recording phase to ensure consistency of the test
environment.

5.2 Evaluation of robustness
Motivation. In the target industrial context, test failures frequently
occur due to insufficient waiting periods between actions instead of
functional bugs (cf. Section 3-Challenge 1), leading to non-negligible
false positives. Therefore, this research question focuses on exam-
ining the number of test failures due to flakiness when employing
our waiting strategy and the baseline waiting strategies.
Metrics collection.We use two metrics to compare the robustness
of different approaches: the number of test failures, and the steps
executedwhen the test is terminated (nomatter failed or completed).
Note that all test cases can be successfully executed manually by
testers, ensuring that test failures are highly unlikely to be caused
by software bugs. We analyze the console output we collected to
determine whether the test failed, identify the reason for the failure,
and record the executed steps.
Results and discussions. Our approach is robust against flaki-
ness and can detect bugs that are previously unknown. Table 2

2https://github.com/senseuwaterloo/ASEIndustryTrack2024
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presents the detailed results regarding the performance of differ-
ent approaches. Overall, our approach significantly outperforms
the baselines regarding successfully replaying the test cases. The
overall completion rate of the 26 test cases employing our waiting
strategies is 92.31%, achieving 73.08%, 88.46%, 92.32%, and 92.32%
more successful replays compared to the baselines respectively. It
is worth noting that the Sleep 5s approach managed only a single
successful playback while the No wait and Selenium explicit wait
approaches have zero test successfully reproduced. In terms of exe-
cuted steps, our approach outperforms all other approaches as well,
having 26.85 steps executed on average, achieving an improvement
range of 89.75% to 356.63% when compared with the baseline wait-
ing strategies. The results highlight that our proposed approach
exhibits better robustness compared to the baseline approaches.

Table 2: Comparison of the overall completion rates across
different approaches

Metrics No Wait Explicit Wait Sleep 5s Sleep 10s Our Approach

Completion 0% (0/26) 0% (0/26) 3.85% (1/26) 19.23% (5/26) 92.31% (24/26)
Step 5.88 13.27 9.96 14.15% 26.85

“Completion” denotes the average completion rate (completed test cases/total test cases),
“Step” denotes the average executed test actions before tests complete or fail.

We conduct a manual analysis of the reasons behind failed test
cases and find that in the baseline approaches, failures occur due to
interactions with undesired pages. Specifically, some failures stem
from performing subsequent actions before the current ones are
completed properly, leading to unexpected follow-up actions that
are different from the recorded ones, ultimately causing the test to
fail (recall the industry example in Section 3.3). Additionally, failures
arise when actions are interrupted by the page rendering process.
A typical scenario involves the target web application displaying a
loading image to signify ongoing content generation, during which
the intended actions are disrupted by such visual cues. In the case
of our approach, the two test failures are attributed to functional
bugs in the web application that were missed by the testers. In
some cases, the decision to display an alert window after an action
depends on a variable whose value is subject to change through an
Ajax call. There are times when, despite the page appearing stable
and fully interactive, the underlying Ajax call is still in progress,
leading to discrepancies in the variable’s state. Such inconsistency
affects whether the alert window is shown, causing discrepancies
between the recording and playback phases and, consequently, test
failures. We reported this issue to the developers, who identified it
as a bug and have fixed it. The baseline methods would not be able
to detect this bug because they failed before the buggy steps were
reached. The results demonstrate that our method is more robust
and capable of detecting previously unknown problems.

5.3 Evaluation of representativeness
Motivation. Prior work usually adopts Thread sleep and Selenium
explicit wait waiting strategies, however, in Section 3, we find that
both of them often lead to inconsistencies between the recording
and the playback of the tests, resulting in unrepresentativeness
of actual scenarios. Therefore, in this section, we investigate the
representativeness of our proposed approach when we use it in our
target industry system. Given that Thread sleep is a static method

and often inaccurately estimates the actual loading time [15, 45],
we compare our methodology with Selenium explicit wait—the only
dynamic alternative among the baselines. To further understand
whether our waiting strategy aligns with human perception, we
analyze the statistical differences between the waiting time frames
generated by our method and those observed during manual testing.
Metrics collection. We prioritize actions that require a waiting
statement generated by our approach, which induces waits only
in response to observable page changes. By concentrating on such
actions, we effectively exclude those that either do not prompt page
modifications or do not require waiting for such changes before
continuation. For ease of reference, we term these as Significant-
Wait-Required Actions (SWRA).

For every SWRA, we assess the page’s status and interactivity
at the moment of action. SWRA that are performed when pages
do not reach the desired states are termed Unstable Actions (UA).
Initially, we identify the actions from the generated test code for
which our method has produced waiting statements, designating
them as SWRA. Subsequently, we collect all successfully executed
SWRA from tests executed with Selenium explicit wait and our
method. Upon reviewing the corresponding execution video for
each test, we categorize an action as UA if it is performed before
the page reaches the desired state.

To evaluate if our waiting strategy aligns with human perception,
we ask an ES employee to manually perform the test scenarios,
recording videos of each. We then extract the waiting time before
each stable SWRA from these videos. To compare the distributions
of waiting time from our method and the manual tests, we use the
Mann-Whitney U test [40], which makes no assumptions about data
distribution. We propose two hypotheses:
H0: The distributions of the waiting time under test are the same.
H1: The distributions of the waiting time under test are different.

The test is conducted at a 5% significance level. If p-value ≥ 0.05, we
reject H1 and support H0, and vice versa. Reporting only the statisti-
cal significance may lead to erroneous results as large samples can
produce small p-value even for trivial differences [25]. Hence, we
also use Cliff’s delta [8] to quantify the magnitude of the difference
between the two distributions.

Table 3: Comparison of page stability assurance between
Selenium explicit wait and our approach

Metrics Explicit Wait Our Approach

SWRA 157 409
UA 29 8

Results and discussions. Our approach ismore representative
of actual scenarios and has negligible statistical differences
compared tomanual testing. Table 3 presents the detailed results
of the page situations when tests are executed with Selenium explicit
wait and our approach. Of the actions successfully executed when
using Selenium explicit wait, 157 of them are SWRA, among which
29 of them are UA, making 18.47% of the Significant-Wait-Required
Actions performed on unstable web pages. In terms of our approach,
409 SWRA are successfully executed and eight (1.96%) of them are
performed on unstable web pages (UA). Such results indicate that
compared to Selenium explicit wait, our method can better help
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SWRA to be successfully executed and avoid UA happening. We
then analyze the results of the Mann-Whitney U test. The p-value
is 0.70 (≥ 0.05) and the Cliff’s delta is negligible, which indicates
that there is no significant difference between our approach and
manual testing regarding the waiting time and our approach aligns
with user perception.

We further investigate the eight UA that happened in our ap-
proach and find that these cases are all related to the greyed-out
dropdown lists that have their content already filled out. In a test
scenario, we need to fill out a form and save it, and the content
of the form will grey out. We then navigate to the next page and
navigate back. However, sometimes after navigating back, there
will be a loading sign beside the dropdown even though it is filled
out and greyed out. Such a sign indicates some process (e.g., data-
base refresh) on the server is undergoing and our method can not
identify the server status therefore mistakenly takes the page as
stable.

5.4 Evaluation of efficiency
Motivation. Another challenge we encounter when conducting
GUI testing for the industrial system is a prolonged test execution.
As the responding time of the elements on the web pages is usually
unpredictable, testers often set a conservative long waiting time in-
terval between test actions, negatively impacting testing efficiency.
Therefore, in this section, we would like to explore the efficiency
of our approach.
Metrics collection.We evaluate the efficiency from two aspects:
1) The execution time of the completed tests. We first select the
completed tests and then compare the execution times between
different approaches. We analyze the recorded videos to identify
the period from the opening to the closing of the browser as the
test execution time; 2) the overhead of certain actions. For SWRA
executed via our method and not classified as UA, we further exam-
ine the video frames manually to evaluate our approach’s overhead.
This involves determining the timestamp of the frame at which
the page becomes stable and the timestamp of the frame where
the action is just executed, thereby calculating the period between
these two timestamps as the overhead.
Results and discussions. Our approach outperforms the base-
lines in testing efficiency and maintains a low overhead at
both the action level and test case level on average. Table 4
shows the results of the execution time of completed test cases.
Compared to our approach, the Sleep 5s strategy requires 22.64%
(29.7 seconds) more time to playback test case 317423, whereas Sleep
10s needs 54.96% (62.05 seconds), 70.44% (92.39 seconds), 42.12%
(67.47 seconds), 56.43% (109.76 seconds), and 75.06% (131.18 sec-
onds) additional time for test cases 317421, 317423, 317425, 317428,
and 317429, respectively. This underlines the efficiency of our ap-
proach, which outpaces the Thread sleep strategy in time efficiency
while maintaining equivalent completion rates.

For the 401 (409 - 8) SWRA (cf. Table 3) successfully executed
on desired pages in our approach, we investigate the potential
overhead our method may introduce on average for each action in
every test case. Figure 5a demonstrates the distribution of average
overhead at the action level for each test case. It is evident that
the average overhead per action per test case is under 7 seconds,

Table 4: Comparison of the execution times of the completed
test cases across different approaches

Test Sleep 5s Sleep 10s Our Approach

317421 N/A 174.95 112.90
317423 160.86 223.55 131.16
317425 N/A 227.67 160.20
317428 N/A 304.25 194.49
317429 N/A 305.95 174.77

with the majority being less than 5 seconds. We further analyze
the overhead of our approach at the test case level as outlined in
Figure 5b.When examining the overhead as a percentage of the total
execution time for each test case, it spans from 12.67% to 38.67%,
with an average additional time of 20.13% per test case. Furthermore,
the average overhead attributed to each SWRA per test case is 3.16
seconds. While the average additional time of 20.13% per test case
might appear significant, we contend that the extra 3.16 seconds
per related event is reasonable, considering that manual actions
performed by testers on a web page also typically require several
seconds.

(a) O/StableSWRA (b) O/T

Figure 5: Analysis of the overhead of our approach at action
level and test level. “StableSWRA” denotes the Significant-
Wait-Required Actions executed on pages with desired states,
“O” denotes the overhead time in a test, and “T” denotes the
total execution time of a test in Table 2

6 RELATEDWORK
In this section, we discuss prior studies that are related to our work.
Overall, these studies can be categorized into two categories: 1)
empirical studies of web GUI testing; and 2) improving web GUI
test cases.

6.1 Empirical studies of web GUI testing
Given the importance of web GUI testing for ensuring web appli-
cation quality, significant research has been conducted to address
its challenges. Luo et al. [37] identified the discrepancy between
page rendering time and waiting time in test code as a major cause
of flaky tests. Leotta et al. [26] found that while the Record-and-
Replay approach is less costly for developing test cases, it is more
expensive to maintain compared to programmable web testing.
Another study by Leotta et al. [27] revealed that the main chal-
lenge with using Selenium for GUI testing is the flakiness and
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fragility of tests. Presler-Marshall et al. [45] observed that different
Selenium configurations impact test flakiness, particularly due to
waiting strategies. Hammoudi et al. [20] discovered that insufficient
waiting time is a key reason for Record-and-Replay test failures.
Likewise, Nass et al. [42] identified waiting time issues as a root
cause of many challenges in GUI test automation. Ricca et al. [47]
highlighted brittleness as one of the three major problems hindering
the automation of web GUI testing.

In almost all of the aforementioned studies, test fragility caused
by improper waiting time is mentioned in their outcomes. How-
ever, little focus has been set on tackling this issue in the existing
literature. In our work, we target a real-world industrial web appli-
cation and propose a more robust waiting approach to improve the
robustness, representativeness, and efficiency of web GUI testing.

6.2 Improving web GUI test cases
There are also many studies that focus on improving and fixing web
GUI test cases. For example, Leotta et al. [29] proposed an approach
to determine the best locator among candidates to enhance test ro-
bustness. Their later works [28, 30] introduced methods to generate
more robust XPath locators by learning from fragile HTML proper-
ties. Nass et al. [41] developed a similarity-based algorithm using
weighted similarity scores to locate target elements. Other studies
address fixing test cases for new web application releases. Choud-
hary et al. [6] identified behavioral differences in test cases across
successive versions and suggested fixes. Hammoudi et al. [19] pro-
posed an incremental test repair approach, while Stocco et al. [52]
used visual information for test repair. Imtiaz et al. [23] and Long
et al. [36] focused on fixing test cases from Record-and-Replay
automation techniques. Brisset et al. [3] used a tree-matching al-
gorithm, Lin et al. [34] developed an iterative matching algorithm,
and Qi et al. [46] leveraged semantic information from test execu-
tion to fix test cases. Xu et al. [55] explored using ChatGPT for test
case repair.

Most studies focus on improving locators or fixing missing ele-
ments in test code, with few addressing waiting strategies in web
GUI test cases. Olianas et al. [43] and Liu et al. [35] proposed re-
placing Thread sleep with explicit wait and deciding where to insert
explicit wait, respectively. However, these methods can still lead to
flaky test results (cf. Section 2.2). Unlike that, our work proposes
a more robust waiting strategy by considering user actions and
the state of web applications, ensuring GUI testing of real-world
industrial web applications truly represents actual usage scenarios.

7 THREATS TO VALIDITY
In this section, we discuss the threats to the validity of our work.
Construct validity. The threats to our construct validity can arise
from howwe collect the metrics for our evaluation. Currently, there
is no available way to measure exactly when the page is ready to
interact in a GUI test execution, therefore we have to record a video
of the test execution and manually analyze the video frame by
frame to identify the timestamp of the frame where the web page
just become stable and interactive. Since different people may have
different standards of a stable and interactive page, our collected
data may not accurately reflect other people’s perceptions of the
stability of the web pages. However, to the best of our knowledge,

we are the first to evaluate the overhead of a waiting strategy in
Web GUI testing and prior studies [14, 15] only perform evaluations
related to the passing rates and execution times of the test cases.
Our evaluation metrics may inspire future studies to consider this
aspect for evaluation.

External validity. The threats to the external validity of our
work can stem from our target subject. Our study is conducted on a
large-scale web application that is developed with Bootstrap 5 and
ASP.NET and has many years of development and maintenance
history. Although our target industrial system has a certain rep-
resentativeness of model web applications, some of our findings
may not be directly generalizable to other web applications with
different frameworks or contexts. However, our approach can be
readily adapted to other industrial environments with a reasonable
engineering effort. By tailoring the Selenium IDE to collect the
DOM states, comparing these DOM states using a diff algorithm,
and generating code using the Selenium framework and a code gen-
eration template, researchers or practitioners who are interested
can easily apply our approach to their respective contexts.

Internal validity. The threats to internal validity can mainly
come from the environment in which our experiments are per-
formed. We have tried our best to keep our experimental settings
consistent by using the same browser version, throttling the net-
work from the browser configuration, disabling the browser cache,
and using the same window size. Nevertheless, there may still exist
some other factors that are beyond our control and pose an impact
on our experimental results. For instance, since we do not have total
control over the server side of our target industrial web application,
the performance variability of the server side may result in some
bias to our results.

8 CONCLUSION
This paper presents a robust waiting strategy in automated web
GUI testing in the context of a real-world industrial web applica-
tion. Instead of waiting for a predetermined time or waiting for the
availability of a particular element, our approach waits for a desired
state to reach. To achieve this, we first capture the Document Object
Models (DOM) at the desired point and then analyze such data of-
fline to identify the differences between the DOMs associated with
every two consecutive test actions. Such differences are further
used to determine the appropriate waiting time when automatically
generating tests. The industrial experimental results demonstrate
that with our proposed waiting strategy, we can produce more ro-
bust tests than the conventional waiting strategies used in web GUI
testing. Furthermore, the generated tests are more representative
of the recorded usage scenarios and are efficient with low overhead
in terms of the test execution time.
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