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Thermal to Visible Facial Image Translation Using
Generative Adversarial Networks
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Abstract—Thermal cameras can capture images invariant to il-
lumination conditions. However, thermal facial images are difficult
to be recognized by human examiners. In this letter, an end-to-end
framework, which consists of a generative network and a detec-
tor network, is proposed to translate thermal facial images into
visible ones. The generative network aims at generating visible im-
ages given the thermal ones. The detector can locate important
facial landmarks on visible faces and help the generative network
to generate more realistic images that are easier to be recognized.
As demonstrated in the experiments, the faces generated by our
method have good visual quality and maintain identity preserving
features.

Index Terms—Face, generative adversarial network (GAN),
image translation, infrared, thermal.

I. INTRODUCTION

THERMAL cameras can work under different illumination
conditions. However, thermal facial images are hard to be

recognized by human examiners because of the large modality
gap between the visible and the thermal images. Fig. 1 shows a
thermal image x and a visible image y of the same individual.
As we can see, it is challenging to identify the person in the
thermal image due to the large modality gap and the lack of
details in the thermal image.

In this letter, we provide a new solution to generate visible
images, which maintain identity preserving features while at
the same time have good visual quality. We incorporate two
networks into our framework: the generative network and the
detector network. The generative network aims at translating
thermal images to visible ones. The detector network can extract
facial landmarks (see S′ and S′′ in Fig. 1) from the generated
visible images and can propagate its loss back to the genera-
tive network. With the help of the gradient information of the
detector network, the generative network will generate more re-
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alistic visible images. Our model outperforms other generative
models in terms of visual and face recognition evaluations. In
addition, a dataset containing 1584 aligned thermal and visible
facial images is established.

II. RELATED WORK

There are much fewer works investigating thermal–visible
facial image translation than near infrared-visible facial im-
age translation [1], [2] due to the larger modality gap between
the thermal and visible images [3]. Conventional thermal–
visible translation methods [4], [5] can generate a grayscale
visible facial image given a thermal input. Li et al. [4] pro-
posed a learning-based framework synthesizing the visible face
by exploiting the local linearity in the image spatial domain
and the image manifolds. Dou et al. [5] learned the relationship
between feature spaces using locally linear regression. More
recently, generative adversarial networks (GANs) [6] based
general-purpose image translation methods are also worth notic-
ing. Many of them can be applied to thermal–visible translation.
Based on GANs, Pix2pix [7] further incorporated the L1 dis-
tance between the generated and the ground truth images into
their model. This made it possible to generate images maintain-
ing more low-frequency information. Moreover, CycleGAN [8]
introduced cycle consistency into their model, which can learn
a bidirectional translation between two image distributions.

Similar to our work, some works [9], [10] have utilized GANs
to handle thermal–visible facial images translation. Based on
Pix2pix, Zhang et al. [9] further incorporated an explicit closed-
set face recognition loss, which can preserve more identity infor-
mation. Based on GANs, Zhang et al. [10] used an identity loss
and a perceptual loss to translate thermal facial images to visible
ones. The authors in [9] and [10] mainly focused on generating
images preserving facial features suitable for recognition. How-
ever, high face recognition accuracies of those generated images
do not always mean they also have good visual qualities.

III. PROPOSED METHOD

A. Framework Overview

Our model mainly consists of two components: the generative
network and the detector network. The generative network alone
can translate thermal images to visible ones, but in a coarse man-
ner. Our generative network is based on CycleGAN [8]. It learns
the bidirectional translation between thermal and visible images
in an unsupervised manner using unpaired training images. The
two translations form a translation cycle and can benefit each
other during training. We choose CycleGAN instead of Pix2pix
as our generative network because in practice Pix2pix is more
likely to suffer from overfitting when a rather small dataset
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Fig. 1. Framework of our proposed method.

is used for training. Pix2pix is also more sensitive to image
misalignment due to the L1 loss it used. The detector network
can extract face shape features, which are constituted by im-
portant landmarks of visible faces (see S′ and S′′ in Fig. 1).
Working as constraints of the generative network, these shape
features can help the generative network to generate visible
images of better visual quality and with more realistic identity
preserving features. Different from the face recognition loss and
the perceptual loss used in [9] and [10], which were intended for
improving face recognition performance, the loss of the detector
network can not only help to preserve identity features but also
help to generate photo-realistic images.

Our overall framework is illustrated in Fig. 1, which is consti-
tuted by the generative network and the detector network. The
generative network is composed of two generators (Gx , G y) and
two discriminators (Dx , Dy). The detector network is an CNN
that can locate 68 facial landmarks on a visible face. Detailed
descriptions about each part in Fig. 1 are provided in the fol-
lowing two sections. Our objective function Lall incorporates a
generic image translation loss and a face specific loss, which
can be formulated as

Lall = LCycleGAN + γ Lshape (1)

where γ is a parameter balancing the two terms. LCycleGAN is
a generic loss that measures the distance between two image
distributions, which is directly introduced from CycleGAN [8].
However, since it is difficult for us to figure out the implicit
judgment criteria of the discriminators due to the nature of
GANs, and the loss of details in thermal images increases the
difficulty of the translation, in practice the LCycleGAN loss alone
may fail to generate images of satisfying quality. Therefore, a
face shape constraint Lshape is introduced in our model to help
the generative network to improve its performance.

B. Generative Network

Facial images are sensitive to distortions and artifacts. So
generated images with photo-realistic appearance are desired.
Inspired by CycleGAN [8], which is an unsupervised generative
model, we introduce it into our framework as the generative net-
work. The basic idea of CycleGAN is to explore the cycle con-
sistency between two different image distributions. In our case,
the two distributions are the thermal facial image distribution
and the visible facial image distribution. The generative network
is constituted by Gx , G y , Dx , and Dy . Gx and G y are two gen-
erators. Gx translates grayscale thermal images x to grayscale

visible ones y′, which can be formulated as y′ = Gx (x). G y
translates visible images y to thermal ones x ′: x ′ = G y(y). Dx
and Dy are two discriminators. Dx can evaluate the qualities of
visible images, while Dy can evaluate thermal images. Follow-
ing [8], we can formulate the objectives of the two GANs as

LGANs = 1

2

[(
(Dx (y) − 1)2 + Dx (y′)2

)

+ (Dy(x) − 1)2 + Dy(x ′)2
]
.

Then another two translations x ′′ = G y(y′) and y′′ = Gx (x ′)
are performed. The cycle consistency loss can be formu-
lated as Lcycx

= ‖x ′′ − x‖1 and Lcycy
= ‖y′′ − y‖1. Follow-

ing CycleGAN [8], the overall objective of the generative
network is

LCycleGAN = LGANs + λ(Lcycx
+ Lcycy

) (2)

where λ is a parameter. The LCycleGAN loss alone can perform
a basic transformation. But in order to maintain more photo-
realistic and identity preserving features in the generated im-
ages, an additional loss is needed.

C. Detector Network

The generative network is a generic model, which is capa-
ble of translating images of any domain to another. However,
as a well known fact that GANs are difficult to train [11], it
is challenging to get satisfying results on the thermal-visible
translation task using the generative network alone. The im-
plicit judgment criteria of the discriminators in the generative
network make it difficult for us to figure out what kind of image
will the discriminators consider as “realistic.”

Although thermal cameras are robust to different illumination
conditions, they still have some disadvantages that may increase
the difficulty of the translation. The most conspicuous difficulty
is that thermal images contain less detail and texture than visible
images due to the emissive nature of thermal imagery and the
low resolution of thermal sensors. In addition, the overheating of
face regions will make the thermal images partially overexpose
and lose lots of detail.

In practice, directly employing the generative network alone
(CycleGAN [8]) or some other generic models like Pix2pix
[7] to our problem usually results in visible faces with notice-
able distortions and artifacts (see Section IV). So we intro-
duce a facial landmark detector into our model to improve the
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performance by locating key landmarks of human faces.
These landmarks can depict fundamental structures and iden-
tity preserving features of human faces [12], [13]. We fol-
low Deng et al.’s [14] method to build our detector. The loss
of the detector, which is also called the shape loss, can be
formulated as

Lshape = 1

68

[(
S − S′)2 + (

S − S′′)2
]

(3)

where S′ and S′′ represent sets of 68 detected landmarks of
the generated images y′ and y′′, respectively. S is the set of
68 ground truth landmarks detected using the Openface toolkit
[15] (see Section IV). Each landmark is an x, y coordinate. In
each iteration, landmarks of the visible faces generated by the
generative network are extracted. Then the shape loss Lshape is
calculated and propagated back to the generative network. In
this way, the detector can help the generative network to learn
the latent structure of human faces, and, hence generate more
realistic images. Although the shape loss looks similar to the
perceptual losses used by [10] and [16]–[18], which are formed
by features extracted from intermediate layers of networks, they
are different. The meanings behind these intermediate features
have not been understood thoroughly while our landmark feature
has a clear meaning: the deviations of positions of landmarks.
In addition, Li et al. [19] used a similar parser detector to handle
visible face completion. This parser detector can segment a vis-
ible face into different regions. However, the pretrained parser
detector remains fixed during training, while the landmark de-
tector in our model is trained together with other parts of the
model. This allows the landmark detector to be more adaptive
to the visible images generated by the generative network in
the early stage of training.

IV. EXPERIMENTS

Since we need to calculate Lshape, ground truth landmarks
of the visible and thermal faces are required. Landmarks of
visible faces can be easily obtained using many off-the-shelf
detectors [15]. However, obtaining landmarks of thermal faces
is not a trivial task. An alternative solution is to utilize aligned
visible and thermal image pairs: landmarks of the visible and
thermal images are the same. But aligned datasets are rare.
Therefore, we establish a new datase1 containing 792 aligned
thermal and visible facial image pairs of 33 individuals. A FLIR
AX5 thermal camera is used to obtain the thermal images. A
rectangular 6 × 4 checkerboard with a width of 2 m and a height
of 1.5 m containing 24 rectangles is placed 2 m in front of
these individuals. Individuals being photographed are asked to
face toward each of the 24 rectangles. For each rectangle, a
visible image and a thermal image are taken simultaneously. The
original sizes of the visible and thermal images are 992 × 794
and 320 × 256, respectively. We use OpenFace [15] to detect
visible faces and locate 68 facial landmarks on each visible
face. The detected face regions of both spectra that serve as
the ground truth visible y and thermal x images are converted
to grayscale and resized to 128 × 128. The dataset is randomly
divided into two sets: the training set containing 552 image pairs
of 23 subjects and the testing set containing 240 image pairs of
the other 10 subjects. Images in the training set are used only
for training and those in the testing set are used only for testing.

1Available at iip.whu.edu.cn/projects/IR2Vis_dataset.html

In practice, after tuning hyperparameters of CycleGAN [8]
and Pix2pix [7] on our dataset, we found the default hyper-
parameters produce very competitive results. So in the fol-
lowing evaluations, default hyperparameters and architectures
are used in CycleGAN [8] and Pix2pix [7]. Since the gen-
erative network in our model is derived from CycleGAN, to
be fair, all the shared hyperparameters and architectures in
our model and those in CycleGAN [8] are set to the same:
we employ the generators containing nine residual blocks and
the 70 × 70 PatchGAN [7] discriminators. The default λ = 10
is used in (2). We use γ = 0.0001 in (1). In each iteration
during training, we use Adam optimizer [20] to update each
network only once following the order: Gx , G y , Dx , Dy , and
Detector.

In the following two sections, our model is compared against
other two state-of-the-art image translation models: Cycle-
GAN [8] and Pix2pix [7]. According to (1) and (2), we can
write the loss of our model as LGANs + Lcyc + Lshape, where
Lcyc = Lcycx

+ Lcycy
. In order to demonstrate the function of

each part of our model, we also provide ablation experi-
ments with different loss function combinations given in the
following:

1) LGANs + Lcyc (CycleGAN [8]).
2) Lcyc + Lshape.
3) Lcyc.
4) LGANs + Lshape.
5) LGANs.
Data augmentation (random crop and random horizontal flip)

is used only in the training phases of all methods. Except for the
supervised Pix2pix, the image pairs after augmentation may no
longer be aligned.

A. Visual Performance

We show the images translated from the testing thermal im-
ages in Fig. 2. Partially enlarged regions are shown in Fig. 3. In
Fig. 3, first row, the eyes in column (c) and (d) contain notice-
able artifacts. In the second row, the eyebrow in column (c) and
the eye in column (d) are distorted. In the third row, column (c)
contains a big dark spot on the forehead, which is conspicuous
in Fig. 2. However, benefiting from the detector network, the
locations and shapes of facial features are more accurate in our
images.

Generated visible images are also compared against ground
truth visible images using structural similarity (SSIM) [21],
multiscale (MS-SSIM) [22], peak signal to noise ratio (PSNR),
and mean squared error (MSE). The average scores of the
testing set are depicted in Table I. Our method outperforms
other approaches in all the four evaluations. The SSIM and MS-
SSIM performances demonstrate the superiority of our method
in preserving structural information that constitutes the textures
of faces.

Facial landmarks can depict the shape of facial features. In
order to quantitatively demonstrate that our model can maintain
more accurate facial features, we evaluate the landmark accuracy
of the generated visible images. To be fair, the detector we use
in this experiment is the OpenFace toolkit [15]. MSE of the
68 detected landmarks of each face are depicted in Table I.
According to the result, the capability of our model preserving
accurate locations of facial features is very competitive. We also
show the result of landmark detection of our model in Fig. 4.
The landmarks of the generated images are close to those of the
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Fig. 2. Different methods for thermal–visible facial image translation. (a) Thermal images. (b) Ours (LGANs + Lcyc + Lshape). (c) CycleGAN [8] (LGANs + Lcyc).
(d) Pix2pix [7]. (e) Lcyc + Lshape. (f) Lcyc. (g) LGANs + Lshape. (h) LGANs. (i) Ground truth. Partially enlarged images of columns (a), (b), (c), (d), and (i) are
shown in Fig. 3.

Fig. 3. Enlarged regions of the images in Fig. 2. (a) Thermal images. (b) Ours.
(c) CycleGAN [8]. (d) Pix2pix [7]. (e) Ground truth.

TABLE I
QUANTITATIVE EVALUATIONS

Fig. 4. Detected landmarks (red) and the ground truth landmarks (blue) of the
generated images. (Best viewed in color.)

ground truth images, which further affirm the usefulness of the
detector network.

B. Face Recognition Performance

In this section, the ability of our method generating im-
ages preserving accurate identity information is demonstrated.
Facenet,2 which is pretrained on public available visible
datasets, is employed for face recognition without any modi-
fication. In our testing dataset, 240 ground truth visible images
of 10 people serve as the gallery pool, while 240 generated vis-
ible images serve as the probe images. To be fair, each probe
image’s correspondence ground truth visible face is removed

2Available at https://github.com/davidsandberg/facenet, schroff2015facenet

TABLE II
AVERAGE RECOGNITION ACCURACY (NOTATIONS ARE ADOPTED

FROM THE CUMULATIVE MATCH CURVE)

from the gallery pool. For each probe image, its correspon-
dence gallery pool contains 239 images. We randomly choose
one image from the gallery pool for each subject to form our
gallery. Our face recognition evaluation has three steps. First,
features of the generated probe and gallery images are obtained
by directly forwarding them through the Facenet model with-
out realignment. Second, for each probe image, the Euclidean
distance between its features and the features of all gallery im-
ages are calculated. Third, we take the shortest distance as the
predicted match and determine whether it is correct or not. This
face recognition experiment is repeated 100 times since the
gallery is randomly chosen. The mean recognition accuracy of
all probe images in the testing set is reported in Table II. We also
provide two experiments as baselines using the same Facenet
recognition model as follows.

1) Low light visible. We reduce the brightness (multiply 0.2
to each pixel) of the visible gallery images. Then these
darkened visible gallery images serve both as probe im-
ages and gallery images.

2) Raw thermal. Thermal images in the testing set without
translation serve as probe images and the gallery is com-
posed of randomly chosen visible images.

V. CONCLUSION

We propose an approach to translate thermal facial images
into visible ones. Our framework consists of two parts: the
generative network and the detector network. The generative
network learns a coarse mapping from the thermal images to
the visible images. The detector network locates key landmarks
on visible faces and helps the optimization of the generative
network. As shown in our experiments, our method outperforms
other recent state-of-the-art methods.
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