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Abstract—The Structural SIMilarity (SSIM) index has been attracting an increasing amount of attention recently in the video coding community as a perceptual criterion for testing and optimizing video codecs. Meanwhile, the arrival of the new MPEG-H/H.265 High Efficiency Video Coding (HEVC) standard creates new opportunities and challenges in perceptual video coding. In this paper, we first elaborate what are the attributes that make SSIM a good candidate for perception-based development of HEVC and future video coding standards for both testing and optimization purposes. We then address the computational issues in practical applications of SSIM in HEVC, in particular the trade-off between efficient computation and accurate estimation of SSIM when working with video codecs that have sophisticated block partitioning structures and aim for encoding videos with a wide range of spatial resolutions.
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I. INTRODUCTION

The exponential growth in video traffic over various networks in the past years has created tremendous opportunities and challenges for video technology developers to produce high performance video codecs that can largely reduce the bandwidth of video streams while maintaining their integrity and quality. The most recent milestone in video codec development is the new MPEG-H/H.265 High Efficient Video Coding (HEVC) technique [2], which has just passed the stage of standard approval in 2013, but has already been quickly disseminated in the industry. Essentially all state-of-the-art video coding standards, including HEVC and the currently dominating MPEG-4/H.264 AVC standard [1], can be summarized by a hybrid framework of motion-handling and picture-coding, with a Rate-Distortion Optimization (RDO) technique to minimize the distortion subject to a constraint on Bit Rate (BR) [3]. A frequent criticism on the current approach is on the definition of distortion, for which traditional distortion/quality measures such as Sum of Absolute Difference (SAD), Mean Squared Error (MSE), and Peak-Signal-to-Noise-Ratio (PSNR), have been found to be poorly correlated with perceived video quality by the Human Visual System (HVS), which is the ultimate receivers of most visual communication applications.

To overcome the limitations of MSE/PSNR, another area that has undergone significant development in the past decade is perceptual objective video quality assessment (VQA). There have been several objective VQA methods that are widely noted to provide effective predictions of perceived video quality. These include Video Quality Metric (VQM) [7], the Structural SIMilarity (SSIM) index family [4], [5], [6], [23], and the MOTion-based Video Integrity Evaluation (MOVIE) index [8]. Among them, SSIM has appeared to be the most widely spread method in recent years as an alternative quality measure of PSNR in the video coding community. Indeed, a significant amount of effort has been made to improve video compression efficiency whilst maintaining SSIM-based video quality. For example, SSIM has been incorporated into H.264/AVC coding mode selection [12], Motion Estimation (ME) [13], and RDO algorithms [11], [14], [15], [16], [17], [18], [19], [20], [21], [22]. Most recently, SSIM optimization has also been embedded into HEVC, leading to notable coding gain [29]. It is also worth noting that in the use of SSIM in video coding, a number of variations have been employed in the computation of SSIM to better fit the computational structures of video coding algorithms. For example, as opposed to the 2D Gaussian sliding window employed in the original SSIM computation [5], different sizes of square windows have been used to calculate block SSIM, including 16×16 sliding windows in [11], [12], [13], [16], 8×8 sliding windows in [14], [15] and 8×8 non-overlapping windows in [17], [20], [21], [22]. In [11], [12], [13], [16], [17], [20], SSIM of a block is obtained by averaging the SSIM values of its 4×4 non-overlapping child blocks, in [14], [15], block SSIM is calculated in the full current block directly, while in [21], [22], 4×4 sliding windows are used for SSIM calculation in an extended block. Nevertheless, in spite of the fast-increasing usage of SSIM, discussions regarding why and how to use SSIM in video coding are lacking.

In this paper, we attempt to address two issues regarding the use of SSIM in HEVC and possibly other existing and future video coding standards. First, given multiple options of VQA algorithms, why choose SSIM for video coding? In particular, what are the attributes that make SSIM stand out from other VQA models? If in the future we could find other alternative models to replace SSIM, what would be the must-have properties of these models? Second, given the wide range of target spatial resolutions and sophisticated block partitioning and coding structures of modern video codecs such as HEVC, how to compute or estimate SSIM efficiently without losing its quality prediction accuracy?

II. WHY SSIM?

There are generally two ways of using a VQA measure in video coding. The first is to use it as a testing tool, so as to choose the best quality video from multiple coded videos, or the best video coding algorithm/configuration from multiple choices of coding methods or configurations. The second is to use it as an optimization tool, where the VQA measure is embedded into the design and optimization of video coding algorithms for best coding efficiency. There are a number of useful attributes of VQA measures, and depending on the way they are used, the desirability of these attributes could vary.
significantly. These are summarized in Table I and elaborated as follows.

TABLE I. DESIRABLE ATTRIBUTES OF VQA MEASURES FOR VIDEO CODING

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Desirability as Testing Tool</th>
<th>Desirability as Optimization Tool</th>
<th>PSNR</th>
<th>SSIM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Correlated with perceptual quality</td>
<td>High</td>
<td>High</td>
<td>Fair</td>
<td>Very Good</td>
</tr>
<tr>
<td>Low complexity</td>
<td>Moderate</td>
<td>High</td>
<td>Excellent</td>
<td>Very Good</td>
</tr>
<tr>
<td>Good mathematical properties</td>
<td>Low</td>
<td>High</td>
<td>Excellent</td>
<td>Good</td>
</tr>
<tr>
<td>Localized quality prediction</td>
<td>Moderate</td>
<td>High</td>
<td>Excellent</td>
<td>Excellent</td>
</tr>
<tr>
<td>Saturated at high rate</td>
<td>Moderate</td>
<td>High</td>
<td>Poor</td>
<td>Excellent</td>
</tr>
<tr>
<td>Popularity</td>
<td>High</td>
<td>High</td>
<td>Excellent</td>
<td>Excellent</td>
</tr>
</tbody>
</table>

Desirability scale: {Low, Moderate, High}; Attribute quality scale: {Poor, Fair, Good, Very Good, Excellent}

TABLE II. QUALITY PREDICTION PERFORMANCE COMPARISON OF VQA ALGORITHMS

<table>
<thead>
<tr>
<th>VQA Model</th>
<th>PLCC</th>
<th>MAE</th>
<th>RMS</th>
<th>SRCRC</th>
<th>KRCC</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSNR</td>
<td>0.5408</td>
<td>1.3118</td>
<td>1.4768</td>
<td>0.5828</td>
<td>0.3987</td>
</tr>
<tr>
<td>VQM [7]</td>
<td>0.8302</td>
<td>0.7771</td>
<td>0.9768</td>
<td>0.8360</td>
<td>0.6243</td>
</tr>
<tr>
<td>MOVIE [8]</td>
<td>0.7164</td>
<td>0.9711</td>
<td>1.2249</td>
<td>0.6897</td>
<td>0.4720</td>
</tr>
<tr>
<td>SSIM [5]</td>
<td>0.6422</td>
<td>0.8102</td>
<td>0.9467</td>
<td>0.8344</td>
<td>0.6279</td>
</tr>
<tr>
<td>MS-SSIM [23]</td>
<td>0.8526</td>
<td>0.7802</td>
<td>0.9174</td>
<td>0.8409</td>
<td>0.6350</td>
</tr>
</tbody>
</table>

1) Correlated with perceptual quality. There is no doubt that this is the most desirable attribute of VQA models for both testing and optimization purposes. In [25], a subjective test was conducted to evaluate the perceptual quality of HEVC-HM5.0 and H.264/AVC JM18.3 coded video sequences. The resulting Mean Opinion Scores (MOSs) given by human subjects are compared with popular VQA measures in [26]. The results are summarized in Table II, where five VQA models (PSNR, VQM [7], MOVIE [8], SSIM [5] and MS-SSIM [23]) are evaluated using five criteria, including Pearson Linear Correlation Coefficient (PLCC), Mean Absolute Error (MAE), Root Mean Squared Error (RMS), Spearman Rank-order Correlation Coefficient (SRCRC), and Kendall Rank-order Correlation Coefficient (KRCC). Not surprisingly, PSNR performs poorly in the test. MS-SSIM delivers the best performance, but its advantage over SSIM and VQM may not be statistically significant.

2) Low complexity. Given the large volume of video data being created and transmitted every day, speed becomes a key issue in the practical use of VQA techniques. High-accuracy high-complexity VQA models are still useful but their applications are very limited. In time-critical applications such as real-time network quality monitoring, low complexity VQA systems are highly desirable. The meaning of complexity here is not only restricted to computational complexity. The complexity in the structures and implementations of the VQA models should also be taken into consideration. This is particularly important when the models are used as optimization tools in video coding systems, which may require iterative applications of the VQA measures. In [26], the computational complexity of popular VQA algorithms are compared, and the results are given in Table III, where all complexity values are normalized based on PSNR. It can be observed that different VQA models could have drastically different complexity. Combining the results in Tables II and III, SSIM and MS-SSIM achieve excellent trade-off between accuracy and complexity, relative to VQM and MOVIE. Note that the results here are based on unoptimized Matlab implementations. Further speedup can be achieved by adapting the computation to video coding structures (as will be discussed in Section III) or through algorithm, software and hardware optimizations [27].

3) Good mathematical properties. This might not be a very useful attribute when the VQA models are employed solely as testing tools, but becomes critically important when they are deeply embedded into the design of video codec systems as optimization tools, e.g., in the RDO process. In this aspect, PSNR (and associated MSE) is excellent because it bears almost all the desirable mathematical properties, which are often overlooked in the traditional development of VQA models [10]. Fortunately, SSIM (and its direction variations) holds several mathematical properties, making it a much better option than other VQA models in video codec optimizations. Specifically, \( \sqrt{1 - \text{SSIM}} \) can be a valid distance metric (that satisfies identity and symmetry properties and triangular inequality). It is differentiable, locally convex and quasi-convex, and is distance preserving under orthogonal or unitary transformations. More detailed discussions can be found in [28]. These advantages have already been partially demonstrated in recent SSIM-optimal H.264 and HEVC video codec development [20], [21], [22], [29].

4) Localized quality prediction. This attribute allows us to create a “quality map” of the video being analyzed, which indicates how the quality varies as a function of space and time. The value of the quality map is not only in the diagnosis of quality degradations (such that severe artifacts can be detected), but also in the optimal bit allocation during the video coding process. In such a process, a quality map serves as a guide that directs the available bits to be distributed to the spatiotemporal locations that most require quality improvement. Both PSNR and SSIM are excellent in this attribute, which may not be true for other VQA models. In particular, SSIM has pixel precision in quality evaluation and local window precision in the computation being performed.

5) Saturated at high rate. With the increase of bit rate, the quality of the reconstructed video created by most video codecs improves. However, when the rate is higher than certain level, the reconstructed video becomes perceptually identical to the original video, and further increase of bit rate has no impact on visual quality. An ideal VQA model should well reflect such saturation effect of the HVS, especially when it is used as an optimization tool to guide the design of video codecs. Unfortunately, PSNR is not saturated at high rate, as exemplified in Fig. 1, where a sharp increase of PSNR is observed at high rate. Theoretically, the value of PSNR can be infinity. By contrast, SSIM is bounded by 1 and is saturated at high rate, as shown in Fig. 1. As a result, when SSIM...
is employed in the optimization process of video coding, it will not guide the encoder to assign bits to the spatiotemporal locations where perceptual quality has already been saturated (but PSNR values may not). In general, the behavior of SSIM is very close to that of MOS at high rate, making it an excellent choice for perceptual optimization.

6) Popularity. Both PSNR and SSIM are popular VQA measures that are widely known, well understood, and frequently used in the image processing and video coding community. Although popularity is not a technical issue, it is highly desirable such that researchers and engineers in the field have common languages, and the experimental results can be easily reproduced and directly compared.

In summary, by going through the above list of desirable attributes, we have a much better understanding about what constitutes a good VQA measure for the purposes of testing and optimizing video codecs. As shown in Table I, among existing VQA models, SSIM is perhaps the only one that deserves a score of “Good” or higher in all attributes. This does not mean that further improvement is not necessary, but SSIM, its derivatives, or direct improvement upon them (e.g., by incorporating temporal assessment approaches) would be the top choice in the context of video coding, especially when perceptual optimization is the major target. In fact, SSIM-optimal video coding has achieved notable success and demonstrated great potentials in recent years in both H.264 and HEVC codec designs [20], [21], [22], [29].

III. COMPUTATIONAL ISSUES

The original default computation of SSIM employs an 11 × 11 sliding Gaussian window [5], which does not match the typical block partitioning structures in video coding standards. Such a mismatch is cumbersome when one wishes to use SSIM to optimize these standard video codecs. A series of questions we would like to ask here are: Can we adjust the windowing approach in the original SSIM to match the block partitioning structures in standard video codecs? How do these adjustments affect the quality prediction performance of SSIM? Should we use the same window size for video sequences with different resolution? How does downsampling operation affect the quality prediction performance of SSIM?

We study these problems empirically by comparing the quality prediction performance of SSIM with different window size and window type (sliding or non-overlapping). Specifically, we compute the SSIM values of HEVC-HM5.0 compressed video and compare them with the MOS values given in [30]. Five Class B sequences (1920 × 1080, including Kimono, ParkScene, Cactus, BasketballDrive and BQTerrace) and four Class C sequences (832 × 480, including BasketballDrill, BQMall, PartyScene and RaceHorses) are tested with different Quantization Parameters (Qps) using HEVC Random Access (RA) coding structure. The evaluation results based on PLCC, KRCC and SRCC between objective measure and MOS are summarized in Table IV, where 32 × 32, 16 × 16, 8 × 8 and 4 × 4 are the sizes of the square windows used in SSIM computation, and “S” and “N” denote sliding and non-overlapping windows, respectively. The evaluation results for PSNR and MS-SSIM are also included for reference.

We have several observations in Table IV. Firstly, among all objective measures, MS-SSIM appears to be the best VQA measure that achieves the best and most consistent performances. However, due to its multi-scale computation, it may not be easily fitted to the codec design. Secondly, when the same window size is used in SSIM computation, the sliding window (“S”) and non-overlapping window (“N”) approaches have very similar performance across all video sequences. Considering that the computational and implementation complexity of non-overlapping window approach is much lower and it better fits the blocking structures in video coding standards, it would be the preferred method in video coding as both testing and optimizing tools. Thirdly, the best window size depends on the spatial resolution of the video sequence. From Table IV, the best window sizes for Class B (1920 × 1080) and Class C (832 × 480) are 32 × 32N and 8 × 8N, respectively, which are larger than the size of the smallest coding unit in HEVC. For HD videos such as those in Class B, using small window sizes should be avoided. Specifically, SSIM with 4 × 4 window size results in the lowest quality prediction performance.

In the scenarios where computational complexity is a critical issue, there may be several approaches to further reduce the complexity. The question is whether these approaches degrade SSIM’s quality prediction performance. In the first approach, a large primary window (e.g., 32 × 32N) is divided into four sub-blocks with quarter sizes (16 × 16N). The SSIM values are then evaluated in each sub-block and then summed to produce an overall SSIM measure of the primary window. From Table IV, we can conclude that this approach should be used cautiously, because the quality prediction performance may be affected in either positive or negative ways, depending on the size of the primary window as well as the spatial resolution of the video sequence.

The second approach that may be used to reduce the computational complexity is to downsample the video spatially before the SSIM evaluation. This approach was actually employed in the original SSIM paper [5]. To test it, we downsample the video sequences to half, quarter and one-eighth sizes both horizontally and vertically, and test SSIM with different window sizes. The results are given in Table V.
It can be observed that this approach is quite effective at improving the quality prediction performance for HD video (Class B), but may result in negative impact on low-resolution videos (Class C), though the performance degradation is not significant. Considering the significant reduction in computational complexity, this is a valuable option in the practical use of SSIM in HEVC.

In summary, the empirical results presented in this section suggest that the use of SSIM in HEVC (or other video coding standards) can be flexible based on the block partitioning structures in the video codec. In general, non-overlapping windows largely reduce complexity without sacrificing SSIM’s quality prediction performance. The best SSIM window size depends on the spatial resolution of the video. Downsampling of the video, if used properly, may lead to better quality prediction performance with reduced computational complexity.

IV. CONCLUSION

In this paper, we focus on the integration of two state-of-the-art topics in video coding - HEVC, which is the newly arrived video coding standard; and SSIM, which has recently become a top candidate to replace the traditional PSNR measure as the perceptual criterion in the evaluation and optimization of video codecs. Our goal is to provide a thorough discussion regarding why SSIM (or its derivatives) is a good quality model for the current and future development of video coding techniques, where VQA models may be employed as both testing and optimization tools. We have also attempted to address the computational issues in the practical applications of SSIM in HEVC or possibly future video coding standards, which have sophisticated block partitioning structures (in prediction, transformation, and coding), and aim for encoding videos with a wide range of spatial resolutions. In the future, the discussion can be extended in many directions. These include how to best model the rate-SSIM performance of a given video codec, and how to compute the coding gain between two video codecs based on their rate-SSIM performance.
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