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\textbf{ABSTRACT}

We propose a new multi-operator retargeting algorithm by using three resizing operators of seam carving, scaling, and cropping iteratively. To determine which operator should be used at each iteration, we adopt structural similarity (SSIM) to evaluate the similarity between the original and retargeted images for the dynamic programming. Since the sizes of original and retargeted images are different, SIFT flow is used for dense correspondence between the original and retargeted images for similarity evaluation. Additionally, visual saliency is used to weight SSIM results based on the characteristics of the Human Visual System (HVS). Experimental results on a public image retargeting database show the promising performance of the proposed multi-operator retargeting algorithm.

\textbf{Index Terms} — Multi-operator Retargeting, Image Retargeting, Structural Similarity, Image Saliency

1. INTRODUCTION

With the fast spread of various mobile devices, maximizing the visual experiences of end users on small display screens has become ever important. Image/video retargeting techniques are essential to adapt the original visual content to various types display screen with different sizes or aspect ratios. A traditional method is to rescale the image by downsampling. However, this method may result in worse viewing experience as some salient objects turn to be too small \cite{1, 2}. Image cropping is an alternative solution preserving the Regions of Interest (ROIs) in images by deleting other background regions. The problem with this method is that it will cause context information loss \cite{1, 2}. To overcome these problems, many content-aware image retargeting algorithms have been proposed to preserve important image content with minimal distortions during the image resizing process \cite{1-15}.

One early content-aware image retargeting algorithm is named seam carving proposed in \cite{1}, where a seam is defined as eight-connected path of pixels (from top to down or left to right) including only one pixel in each row or column. Seam carving reduces width (or height) of images by removing the unimportant seams. A gradient map is used to determine the visual importance of each pixel in images. Later, Rubinstein et al. extended the seam carving algorithm to video retargeting by introducing the forward energy method \cite{3}. The removed 1D seam from 2D images is extended into the 2D seam manifolds for 3D spatio-temporal volumes in video \cite{3}. In \cite{5}, Grundmann \textit{et al.} extended the seam carving technique through the discontinuous seam carving in both space and time for video retargeting. Instead of using geometrically smooth and continuous seams, that study adopts temporally discontinuous seams based on a designed appearance-based temporal coherence calculation method.

Other advanced image retargeting algorithms have also been proposed. Wolf \textit{et al.} introduced a video retargeting algorithm through introducing a linear system to determine the new pixel position \cite{6}. In that study \cite{6}, the visual importance of each image pixel is measured by the visual importance map composed of local saliency map, facial map and motion map. Jin \textit{et al.} presented a content-aware image resizing algorithm through warping a triangular mesh over images by regarding salient line features and curved features as important regions \cite{7}. A standard quadratic programming method is utilized to resize images \cite{7}. Guo \textit{et al.} advanced an image retargeting algorithm through utilizing saliency-based mesh parametrization \cite{4}.

In \cite{8}, Cho \textit{et al.} described a patch transform method and demonstrated its application in image editing. The method divides the input image into non-overlapping patches and the new image is reconstructed based on the defined constraints \cite{8}. A Markov network is devised to reconstruct the image with specified constraints \cite{8}. Barnes \textit{et al.} proposed the PatchMatch algorithm for image editing by finding approximate nearest-neighbor matches between patches \cite{12}. That algorithm can obtain substantial performance improvement over the existing ones and thus can be used in interactive edit-
ing tools [12]. Pritch et al. designed an image editing algo-

\[ \text{SSIM}(\mathbf{x}, \mathbf{x}') = \frac{(2\mu_{\mathbf{x}}\mu_{\mathbf{x}'} + C_1)(2\sigma_{\mathbf{x}\mathbf{x}'} + C_2)}{(\mu_{\mathbf{x}}^2 + \mu_{\mathbf{x}'}^2 + C_1)(\sigma_{\mathbf{x}}^2 + \sigma_{\mathbf{x}'}^2 + C_2)} \]  

(1)

where $\mu_{\mathbf{x}}, \mu_{\mathbf{x}'}$, $\sigma_{\mathbf{x}}^2$, $\sigma_{\mathbf{x}'}^2$, and $\sigma_{\mathbf{x}\mathbf{x}'}$ denote the local mean of $\mathbf{x}$ and $\mathbf{x}'$, the local variance of $\mathbf{x}$ and $\mathbf{x}'$, and the local covariance between $\mathbf{x}$ and $\mathbf{x}'$, respectively. $C_1$ and $C_2$ are small positive stability constants that account for the saturation effects of the visual system at low luminance and contrast [17]. Similarly with the study [18], we use multi-scale operation to calculate the overall SSIM value by using the SSIM measures across different scales:

\[ \text{SSIM}(\mathbf{x}, \mathbf{x}') = \frac{1}{M} \sum_{j=1}^{M} w_j \text{SSIM}_j(\mathbf{x}, \mathbf{x}') \]  

(2)

where $\text{SSIM}_j$ is the SSIM measure at the $j$-th scale, and $w_j$ for $j \in \{1, 2, ..., M\}$ are weighting parameters determining the relative importance of different scales. Here, we up-sample the SSIM maps from different scales based on bilinear interpolation to match the size of the final SSIM map. As in [18], we set $M=5$ and adopt the weighting factors $w_j$ obtained through psychovisual experiments.

It is well known that the Human Visual System (HVS) would pay more attention on salient regions than other regions in the natural scene. In this study, we calculate the saliency map by considering both bottom-up and top-down mechanisms. The bottom-up saliency map $S_b$ is computed by

2. PROPOSED FRAMEWORK

The proposed framework is demonstrated as Fig. 1. From this figure, we can see that the proposed framework iteratively apply a sequence of resizing operations dynamically selected from the candidate resizing operators including seam carving, scaling, or cropping. Perceptual SSIM is used to evaluate the similarity between the original and retargeted images to determine the appropriate ratio among seam carving, scaling and cropping operators. Different from the study [14] which searches for the best operator in the entire multi-operator space, the proposed framework searches for the best one at each iteration. The whole image retargeting task is divided into subtasks, each associated with one iteration with only small changes in image size. In the $n$-th iteration, perceptual SSIM between the original and retargeted image is employed to pick the best quality image among those created by seam carving, scaling, and cropping operators applied to the input image generated from the last iteration (in the first iteration, the original image is used as the input image). The iteration continues until the target resizing factor is obtained.

2.1. Perceptual Similarity Measure Method

The critical step of the proposed framework is to determine the optimal image resizing operator sequence for image resizing. Our previous study has demonstrated that the perceptual SSIM can be used to well evaluate the distortion of retargeted images [18]. In this study, we adopt the perceptual SSIM to calculate the similarity between the original and retargeted images to determine the optimal image resizing operator sequence.

Since the original and retargeted images have different sizes, we employ SIFT flow [19] to estimate the dense correspondence between the original and retargeted images. For each pixel $p$ in the original image, we find its matching pixel $p'$ in the retargeted image by using SIFT flow. Once the pixel correspondence is established, the local structures in the corresponding regions can be compared for similarity evaluation. SSIM index [17, 21] is used to predict the structural similarity between image patches. Given two image patches $x$ and $x'$ centered at $p$ and $p'$ in the original and retargeted images, respectively, the SSIM index between them is given by
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where $\mu_{\mathbf{x}}, \mu_{\mathbf{x}'}$, $\sigma_{\mathbf{x}}^2$, $\sigma_{\mathbf{x}'}^2$, and $\sigma_{\mathbf{x}\mathbf{x}'}$ denote the local mean of $\mathbf{x}$ and $\mathbf{x}'$, the local variance of $\mathbf{x}$ and $\mathbf{x}'$, and the local covariance between $\mathbf{x}$ and $\mathbf{x}'$, respectively. $C_1$ and $C_2$ are small positive stability constants that account for the saturation effects of the visual system at low luminance and contrast [17]. Similarly with the study [18], we use multi-scale operation to calculate the overall SSIM value by using the SSIM measures across different scales:
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Fig. 1: The proposed framework.

Fig. 2: Sample images created by the proposed method. Column 1: reference images. Columns 2-5: retargeted images for resizing factors of 12.5%, 25%, 37.5%, and 50%, respectively.
our previous model in compressed domain [13], while the top-down saliency map \( S_t \) is estimated by a face detector [22]. Of course, other top-down factors can be also integrated into the proposed method. The linear combination method is used to combine the bottom-up and top-down saliency map to obtain the final saliency map for images as:

\[
S = \frac{(S_b + S_t)}{2}
\]  

(3)

The overall SSIM can provide a useful local indicator about the similarity between the original and retargeted images. Meanwhile, recent studies have demonstrated that even strong artifacts may be unnoticed in the locations outside the regions of interest [23]. Therefore, we use the saliency map to weight the overall SSIM to calculate the SSIM for image retargeting (IR-SSIM) [18] as follows.

\[
\text{IR-SSIM} = \frac{\sum_i S_i \cdot \text{SSIM}_i}{\sum_i S_i}.
\]  

(4)

where \( \text{SSIM}_i \) and \( S_i \) are the SSIM value and saliency value at each spatial location \( i \).

2.2. Optimized Image Resizing

Assume we want to resize the image with width of \( m \) into the desired one with width of \( m' \) by using a set of \( k \) operators \( O_1, O_2, ..., O_k \) and the similarity calculation from IR-SSIM for each retargeting iteration. There are \( O(k^w) \) (where \( w = m - m' \)) different multi-operator sequences that resize the original image into the expected result. The search space is exponential in the size change \( w \). To speed up the search process, we resize the image by the width of \( C \) at each resizing iteration. Assume \( g_{i-1} = O_1, O_2, ..., O_{i-1} \) is the used operator set in the previous \( i - 1 \) iterations, the operator at \( i \)th iteration \( O_i \) can be determined by the following function:

\[
e = \arg \max_{1 \leq i \leq k} \text{IR-SSIM}(I, (g_{i-1} \cup O_i)(I))
\]  

(5)

where \( k \) represents the retargeting operator; \( I \) denotes the original image.

3. EXPERIMENTAL RESULTS

To validate the proposed method, we use a public benchmark image retargeting database [16] to conduct the experiment. The benchmark was collected by a user study from 210 participants based on database composed of 37 source reference images. Fig. 2 provides visual examples that demonstrate the iterative process of the proposed method. For images in this figure, the original images are gradually resized until the target size is reached, generating a series of retargeted images as mid-results. From this figure, we can see that the proposed method can preserve the salient regions in original images well during image resizing operation.

To demonstrate the performance of the proposed multi-operator retargeting method, we have conducted a comparison experiment by using the existing multi-operator method [14]. Fig. 3 gives some comparison samples from the proposed method and the multi-operator algorithm [14]. From the first row of this figure, we can see that the boy in the retargeted image from [14] suffer from much distortion, while it is well preserved in the retargeted result from the proposed method. Other two comparison samples also demonstrate that the retargeted results from the multi-operator [14] suffer from much distortion with the salient objects, while the proposed algorithm can obtain much better retargeted results.

4. CONCLUSION

We propose a multi-operator retargeting algorithm based on a perceptual similarity measure, which is designed based on the SIFT flow, visual saliency and SSIM index. The SIFT flow is adopted to calculate the dense correspondence between the original and retargeted images. SSIM index weighted by visual saliency is used to evaluate the similarity between the original and retargeted images to determine the operator used at each iteration. Three operators including seam carving, scaling, and cropping are used to resize the original images. Experimental results on a public database demonstrate the promising performance of the proposed method. In the future, we will further investigate the multi-operator retargeting by integrating other top-down factors such as specific objects.
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