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1 Introduction

Recent advances in digital imaging technology, computational speed, storage capacity, and
networking have resulted in the proliferation of digital images, both still and video. As the
digital images are captured, stored, transmitted, and displayed in different devices, there
is a need to maintain image quality. The end user of these images, in an overwhelmingly
large number of applications, are human observers. In this chapter, we examine objective
criteria for the evaluation of image quality as perceived by an average human observer.
Even though we use the term image quality, we are primarily interested in image fidelity,
i.e., how close an image is to a given original or reference image. This paradigm of image
QA (QA) is also known as full reference image QA. The development of objective metrics
for evaluating image quality without a reference image is quite different and is outside the
scope of this chapter.

Image QA plays a fundamental role in the design and evaluation of imaging and image
processing systems. As an example, QA algorithms can be used to systematically evaluate
the performance of different image compression algorithms that attempt to minimize the
number of bits required to store an image, while maintaining sufficiently high image quality.
Similarly, QA algorithms can be used to evaluate image acquisition and display systems.
Communication networks have developed tremendously over the past decade and images and
video are frequently transported over optic fiber, packet switched networks like the Internet,
wireless systems etc. Bandwidth efficiency of applications such as video conferencing and
Video on Demand (VoD) can be improved using QA systems to evaluate the effects of
channel errors on the transported images and video. Further, QA algorithms can be used in
”‘perceptually optimal”’ design of various components of an image communication system.
Finally, QA and the psychophysics of human vision are closely related disciplines. Research
on image and video QA may lend deep insights into the functioning of the human visual
system (HVS), which would be of great scientific value.

Subjective evaluations are accepted to be the most effective and reliable, albeit quite
cumbersome and expensive, way to assess image quality. A significant effort has been
dedicated for the development of subjective tests for image quality [53, 54]. There has also
been standards activity on subjective evaluation of image quality [55]. The study of the
topic of subjective evaluation of image quality is beyond the scope of this chapter.

The goal of an objective perceptual metric for image quality is to determine the differ-
ences between two images that are visible to the human visual system. Usually one of the
images is the reference which is considered to be “original,” “perfect,” or “uncorrupted.”
The second image has been modified or distorted in some sense. The output of the QA
algorithm is often a number that represents the probability that a human eye can detect
a difference in the two images or a number that quantifies the perceptual dissimilarity be-
tween the two images. Alternatively, the output of an image quality metric could be a map
of detection probabilities or perceptual dissimilarity values.

Perhaps, the earliest image quality metrics are the Mean squared error (MSE) and Peak
Signal to Noise Ratio (PSNR) between the reference and distorted images. These metrics
are still widely used for performance evaluation, despite their well-known limitations, due
to their simplicity. Let f(n) and g(n) represent the value (intensity) of an image pixel at
location n. Usually the image pixels are arranged in a Cartesian grid and n = (n1, n2). The
MSE between f(n) and g(n) is defined as:
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MSE[f(n), g(n)] =
1

N

∑

n

[f(n) − g(n)]2 (1)

where N is the total number of pixel locations in f(n) or g(n). The PSNR between these
image patches is defined as:

PSNR[f(n), g(n)] = 10 log10

E2

MSE[f(n), g(n)]2
(2)

where E is the maximum value that a pixel can take. For example, for 8 bit grayscale
images, E = 255.

In Figure 5, we show two distorted images generated from the same original image. The
first distorted image, Figure 5(b), was obtained by adding a constant number to all signal
samples. The second distorted image, Figure 5(c), was generated using the same method
except that the signs of the constant are randomly chosen to be positive or negative. It
can be easily shown that the MSE/PSNR between the original image and both of the
distorted images are exactly the same. However, the visual quality of the two distorted
images is drastically different. Another example is shown in Figure 6, where Figure 6(b)
was generated by adding independent white Gaussian noise to the original texture image in
Figure 6(a). In Figure 6(c), the signal sample values remained the same as in Figure 6(a),
but the spatial ordering of the samples has been changed (through a sorting procedure).
Figure 6(d) was obtained from Figure 6(b), by following the same reordering procedure used
to create Figure 6(c). Again, the MSE/PSNR between Figures 6(a) and 6(b) and Figures
6(c) and 6(d) are exactly the same. However, Figure 6(d) appears to be significantly noisier
than Figure 6(b).

The above examples clearly illustrate the failure of PSNR as an adequate measure of
visual quality. In this chapter, we will discuss three classes of image QA algorithms that
correlate with visual perception significantly better - human vision based metrics, Structural
SIMilarity (SSIM) metrics and information theoretic metrics. Each of these techniques
approaches the image QA problem from a different perspective and using different first
principles. As we proceed along this chapter, in addition to discussing these QA techniques,
we will also attempt to shed light on the similarities, dissimilarities and interplay between
these seemingly diverse techniques.
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2 Human Vision Modeling Based Metrics

Human vision modeling based metrics utilize mathematical models of certain stages of
processing that occur in the visual systems of humans to construct a quality metric. Most
HVS based methods take an engineering approach to solving the quality assessment problem
by measuring the threshold of visibility of signals and noise in the signals. These thresholds
are then utilized to normalize the error between the reference and distorted images to obtain
a perceptually meaningful error metric. To measure visibility thresholds, different aspects of
visual processing need to be taken into consideration such as response to average brightness,
contrast, spatial frequencies and orientations etc. Other HVS based methods attempt to
directly model the different stages of processing that occurs in the HVS that results in the
observed visibility thresholds. In Section 2.1, we will discuss the individual building blocks
that comprise a HVS based QA system. The function of these blocks is to model concepts
from the psychophysics of human perception that apply to image quality metrics. In Section
2.2, we will discuss the details of several well known HVS based QA systems. Each of these
QA systems is comprised of some or all of the building blocks discussed in Section 2.1, but
uses different mathematical models for each block.

2.1 Building Blocks

2.1.1 Pre-processing

Most QA algorithms include a pre-processing stage that typically comprises of calibration
and registration. The array of numbers that represents an image are often mapped to units
of visual frequencies or cycles per degree of visual angle and the calibration stage receives
input parameters such as viewing distance and physical pixel spacings (screen resolution)
to perform this mapping. Other calibration parameters may include fixation depth and
eccentricity of the images in the observer’s visual field [34, 35]. Display calibration or an
accurate model of the display device is an essential part of any image quality metric [52],
as the human visual system can only see what the display can reproduce. Many quality
metrics require that the input image values be converted to physical luminances1 before they
enter the HVS model. In some cases, when the perceptual model is obtained empirically,
the effects of the display are incorporated in the model [37]. The obvious disadvantage of
this approach is that when the display changes, a new set of model parameters must be
obtained [40]. The study of display models is beyond the scope of this chapter.

Registration, i.e., establishing point-by-point correspondence between two images, is
also necessary in most image QA systems. Often times, the performance of a QA model
can be extremely sensitive to registration errors since many QA systems operate pixel by
pixel (e.g., PSNR) or on local neighborhoods of pixels. Errors in registration would result
in a shift in the pixel or coefficient values being compared and degrade the performance of
the system.

2.1.2 Frequency Analysis

The frequency analysis stage decomposes the reference and test images into different chan-
nels (usually called subbands) with different spatial frequencies and orientations using a set
of linear filters. In many QA models, this stage is intended to mimic similar processing

1In video practice, the term luminance is sometimes, incorrectly, used to denote a nonlinear transforma-
tion of luminance [72, p. 24].

4



that occurs in the HVS: neurons in the visual cortex respond selectively to stimuli with
particular spatial frequencies and orientations. Other QA models that target specific image
coders utilize the same decomposition as the compression system and model the thresholds
of visibility for each of the channels. Some examples of such decompositions are shown
in Figure 4. The range of each axis is from -us/2 to us/2 cycles per degree, where us is
the sampling frequency. Figure 4(a), (b) and (c) show transforms that are polar separable
and belong to the former category of decompositions (mimicking processing in the visual
cortex). Figure 4(d), (e) and (f) are used in QA models in the latter category and depict
transforms that are often used in compression systems.

In the remainder of this chapter, we will use f(n) to denote the value (intensity,
grayscale, etc.) of an image pixel at location n. Usually the image pixels are arranged
in a Cartesian grid and n = (n1, n2). The value of the k-th image subband at location n
will be denoted by b(k,n). The subband indexing k = (k1, k2) could be in Cartesian or polar
or even scalar coordinates. The same notation will be used to denote the k-th coefficient
of the n-th DCT block (both Cartesian coordinate systems). This notation underscores
the similarity between the two transformations, even though we traditionally display the
subband decomposition as a collection of subbands and the DCT as a collection of block
transforms: A regrouping of coefficients in the blocks of the DCT results in a representation
very similar to a subband decomposition.

2.1.3 Contrast Sensitivity

The human visual system’s contrast sensitivity function (CSF, also called the modulation
transfer function) provides a characterization of its frequency response. The contrast sen-
sitivity function can be thought of as a bandpass filter. There have been several different
classes of experiments used to determine its characteristics which are described in detail
in [56, Ch. 12].

One of these methods involves the measurement of visibility thresholds of sine-wave
gratings in a manner analogous to the experiment described in the previous section. For
a fixed frequency, a set of stimuli consisting of sine waves of varying amplitudes are con-
structed. These stimuli are presented to an observer and the detection threshold for that
frequency is determined. This procedure is repeated for a large number of grating frequen-
cies. The resulting curve is called the CSF and is illustrated in Figure 2. Note that these
experiments used sine-wave gratings at a single orientation. To fully characterize the CSF,
the experiments would need to be repeated with gratings at various orientations. This has
been accomplished and the results show that the HVS is not perfectly isotropic. However,
for the purposes of QA, it is close enough to isotropic that this assumption is normally used.

It should also be noted that the spatial frequencies are in units of cycles per degree of
visual angle. This implies that the visibility of details at a particular frequency is a function
of viewing distance. As an observer moves away from an image, a fixed size feature in the
image takes up fewer degrees of visual angle. This action moves it to the right on the
contrast sensitivity curve, possibly requiring it to have greater contrast to remain visible.
On the other hand moving closer to an image can allow previously imperceivable details to
rise above the visibility threshold. Given these observations, it is clear that the minimum
viewing distance is where distortion is maximally detectable. Therefore, quality metrics
often specify a minimum viewing distance and evaluate the distortion metric at that point.
Several “standard” minimum viewing distances have been established for subjective quality
measurement and have generally been used with objective models as well. These are six
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times image height for standard definition television and three times image height for high
definition television.

The baseline contrast sensitivity determines the amount of energy in each subband that
is required in order to detect the target in an (arbitrary or) flat mid-gray image. This is
sometimes referred to as the just noticeable difference or JND. We will use tb(k) to denote
the baseline sensitivity of the k-th band or DCT coefficient. Note that the base sensitivity
is independent of the location n.

2.1.4 Luminance Masking

It is well known that the perception of lightness is a nonlinear function of luminance. Some
authors call this “light adaptation.” Others prefer the term “luminance masking”, which
groups it together with the other types of masking we will see below [38]. It is called
masking because the luminance of the original image signal masks the variations in the
distorted signal.

Consider the following experiment: create a series of images consisting of a background
of uniform intensity, I, each with a square of a different intensity, I + δI inserted into its
center. Show these to an observer in order of increasing δI. Ask the observer to determine
the point at which they can first detect the square. Then, repeat this experiment for a
large number of different values of background intensity. For a wide range of background
intensities, the ratio of the threshold value δI divided by I is a constant. This equation

δI

I
= k (3)

is called Weber’s Law. The value for k is roughly 0.33.

2.1.5 Contrast Masking

We have dealt with stimuli that are either constant or contain a single frequency in de-
scribing the luminance masking and contrast sensitivity properties of the visual system
respectively. In general, this is not characteristic of natural scenes. They have a wide range
of frequency content over many different scales. Consider the following thought experi-
ment: Consider two images, a constant intensity field and an image of a sand beach. Take
a random noise process whose variance just exceeds the amplitude and contrast sensitivity
thresholds for the flat field image. Add this noise field to both images. By definition, the
noise will be detectable in the flat field image. However, it will not be detectable in the
beach image. The presence of the multitude of frequency components in the beach image
hides or masks the presence of the noise field.

Contrast masking refers to the reduction in visibility of one image component caused
by the presence of another image component with similar spatial location and frequency
content. As we mentioned earlier, the visual cortex in the HVS can be thought of as
a spatial frequency filter-bank with octave spacing of subbands in radial frequency, and
angular bands of roughly 30 degree spacing. The presence of a signal component in one of
these subbands will raise the detection threshold for other signal components in the same
subband [61–63] or even neighboring subbands.

2.1.6 Error Pooling

The final step of an image quality metric is to combine the errors (at the output of the
models for various psychophysical phenomena) that have been computed for each spatial
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frequency and orientation band and each spatial location, into a single number for each
pixel of the image, or a single number for the whole image. Some metrics convert the JNDs
to detection probabilities.

An example of error pooling is the following Minkowski metric:

E(n) =
1

M





∑

k

∣∣∣∣∣
b(k,n) − b̂(k,n)

t(k,n)

∣∣∣∣∣

Q




1/Q

(4)

where bk(n) and b̂k(n) are the n-th element of the k-th subband of the original and coded
image, respectively, t(k,n) is the corresponding sensitivity threshold, and M is the total
number of subbands. In this case, the errors are pooled across frequency to obtain a distor-
tion measure for each spatial location. The value of Q varies from 2 (energy summation)
to infinity (maximum error).

2.2 HVS Based Models

In this section, we will discuss some well known HVS modeling based QA systems. We
will first discuss four general purpose quality assessment models: the Visible Differences
Predictor (VDP), the Sarnoff JND vision model, Teo and Heeger model and Visual Signal
to Noise Ratio (VSNR).

We will then discuss quality models that are designed specifically for different com-
pression systems: Perceptual Image Coder (PIC) and Watson’s DCT and Wavelet based
metrics. While still based on the properties of the HVS, these models adopt the frequency
decomposition of a given coder, which is chosen to provide high compression efficiency as
well as computational efficiency. The block diagram of a generic perceptually based coder is
shown in Figure 1. The frequency analysis decomposes the image into several components
(subbands, wavelets, etc.) which are then quantized and entropy coded. The frequency
analysis and entropy coding are virtually lossless; the only losses occur at the quantization
step. The perceptual masking model is based on the frequency analysis and regulates the
quantization parameters to minimize the visibility of the errors. The visual models can
be incorporated in a compression scheme to minimize the visibility of the quantization er-
rors, or they can be used independently to evaluate its performance. While coder-specific
image quality metrics are quite effective in predicting the performance of the coder they
are designed for, they may not be as effective in predicting performance across different
coders [33, 80].

2.2.1 Visible Differences Predictor

The Visible Differences Predictors (VDP) is a model developed by Daly for the evaluation
of high quality imaging systems [34]. It is one of the most general and elaborate image
quality metrics in the literature. It accounts for variations in sensitivity due to light level,
spatial frequency (CSF), and signal content (contrast masking).

To model luminance masking or amplitude non-linearities in the HVS, Daly includes
a simple point-by-point amplitude nonlinearity where the adaptation level for each image
pixel is solely determined from that pixel (as opposed to using the average luminance in a
neighborhood of the pixel). To account for the contrast sensitivity of the HVS, the VDP
filters the image by the CSF before the frequency decomposition. Once this normalization
is accomplished to account for the varying sensitivities of the HVS to different spatial
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frequencies, the thresholds derived in the contrast masking stage become the same for all
frequencies.

A variation of the Cortex transform shown in Figure 4(b) is used in the VDP for the
frequency decomposition. Daly proposes two alternatives to convert the output of the
linear filter bank to units of contrast: local contrast, which uses the value of the baseband
at any given location to divide the values of all the other bands, and global contrast,
which divides all subbands by the average value of the input image. The conversion to
contrast is performed since to a first approximation, the HVS produces a neural image
of local contrast [32]. The masking stage in the VDP utilizes a ”‘threshold elevation”’
approach, where a masking function is computed that measures the contrast threshold of
a signal as a function of the background (masker) contrast. This function is computed for
the case when the masker and signal are single, isolated frequencies. To obtain a masking
model for natural images, the VDP considers the results of experiments that have measured
the masking thresholds for both single frequencies as well as additive noise. The VDP
also allows for mutual masking which uses both the original and the distorted image to
determine the degree of masking. The masking function used in the VDP is illustrated in
Figure 3. Although the threshold elevation paradigm works quite well in determining the
discriminability between the reference and distorted images, it fails to generalize to the case
of supra-threshold distortions.

In the error pooling stage, a psychometric function is used to compute the probability
of discrimination at each pixel of the reference and test images to obtain a spatial map.
Further details of this algorithm can be found in [34], along with an interesting discussion
of different approaches used in the literature to model various stages of processing in the
HVS, their merits and drawbacks.

2.2.2 Sarnoff JND Vision Model

The Sarnoff JND vision model received a technical Emmy award in 2000 and is one of the
best known QA systems based on human vision models. This model was developed by
Lubin and co-workers and details of this algorithm can be found in [35].

Pre-processing steps in this model include calibration for distance of the observer from
the images. In addition, this model also accounts for fixation depth and eccentricity of the
observer’s visual field. The human eye does not sample an image uniformly since the density
of retinal cells drops off with eccentricity, resulting in a decreased spatial resolution as we
move away from the point of fixation of the observer. To account for this effect, the Lubin
model re-samples the image to generate a modeled retinal image. The Laplacian pyramid
of Burt and Adelson [74] is used to decompose the image into seven radial frequency bands.
At this stage, the pyramid responses are converted to units of local contrast by dividing
each point in each level of the Laplacian pyramid by the corresponding point obtained from
the Gaussian pyramid two levels down in resolution. Each pyramid level is then convolved
with eight spatially oriented filters of Freeman and Adelson [75], that constitute Hilbert
transform pairs for four different orientations. The frequency decomposition so obtained in
illustrated in Figure 4(c). The two Hilbert transform pair outputs are squared and summed
to obtain a local energy measure at each pixel location, pyramid level and orientation.
To account for the contrast sensitivity of human vision, these local energy measures are
normalized by the base sensitivities for that position and pyramid level, where the base
sensitivities are obtained from the CSF.

The Sarnoff model does not use the threshold elevation approach used by the VDP
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to model masking, instead adopting to use a transducer or a contrast gain control model.
Gain control models a mechanism that allows a neuron in the HVS to adjust its response
to the ambient contrast of the stimulus. Such a model generalizes better to the case of
supra-threshold distortions since it models an underlying mechanism in the visual system,
as opposed to measuring visibility thresholds. The transducer model used in [35] takes the
form of a sigmoid nonlinearity. A sigmoid function starts out flat, its slope increases to a
maximum, and then decreases back to zero, i.e., it changes curvature like the letter S.

Finally, a distance measure is calculated using a Minkowski error between the responses
of the test and distorted images at the output of the vision model. A psychometric func-
tion is used to convert the distance measure to a probability value and the Sarnoff JND
vision model outputs a spatial map that represents the probability that an observer will be
able to discriminate between the two input images (reference and distorted) based on the
information in that spatial location.

2.2.3 Teo and Heeger Model

The Teo and Heeger metric uses the steerable pyramid transform [76] which decomposes the
image into several spatial frequency and orientation bands [36]. A more detailed discussion
of this model, with a different transform, can be found in [77]. However, unlike the other two
models we saw above, it does not attempt to separate the contrast sensitivity and contrast
masking effects. Instead, Teo and Heeger propose a normalization model that explains
baseline contrast sensitivity, contrast masking, as well as masking that occurs when the
orientations of the target and the masker are different. The normalization model has the
following form:

R(k,n, i) = R(ρ, θ,n, i) = κi
[b(ρ, θ,n)]2∑

φ[b(ρ, φ,n)]2 + σi
2

(5)

where R(k,n, i) is the normalized response of a sensor corresponding to the transform
coefficient b(ρ, θ,n), k = (ρ, θ) specifies the spatial frequency and orientation of the band,
n specifies the location, and i specifies one of four different contrast discrimination bands
characterized by different scaling and saturation constants, κi and σi

2, respectively. The
scaling and saturation constants κi and σi

2 are chosen to fit the experimental data of Foley
and Boynton. This model is also a contrast gain control model (similar the the Sarnoff JND
vision model) that uses a divisive normalization model to explain masking effects. There is
increasing evidence for divisive normalization mechanisms in the HVS and this model can
account for various aspects of contrast masking in human vision [15,28–31,77]. Finally, the
quality of the image is computed at each pixel as the Minkowski error between the contrast
masked responses to the two input images.

2.2.4 Safranek-Johnston Perceptual Image Coder (PIC)

The Safranek-Johnston PIC image coder was one of the first image coders to incorporate an
elaborate perceptual model [37]. It is calibrated for a given CRT display and viewing con-
ditions (six times image height). The PIC coder has the basic structure shown in Figure 1.
It uses a separable generalized quadrature mirror filter (GQMF) bank for subband analy-
sis/synthesis shown in Figure 4(d). The base band is coded with DPCM while all other
subbands are coded with PCM. All subbands use uniform quantizers with sophisticated
entropy coding. The perceptual model specifies the amount of noise that can be added to
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each subband of a given image so that the difference between the output image and the
original is just noticeable.

The model contains the following components: The base sensitivity tb(k) determines the
noise sensitivity in each subband given a flat mid-gray image and was obtained using sub-
jective experiments. The results are listed in a table. The second component is a brightness
adjustment denoted as τl(k,n). In general this would be a two dimensional lookup table (for
each subband and gray value). Safranek and Johnston made the reasonable simplification
that the brightness adjustment is the same for all subbands. The final component is the
texture masking adjustment. Safranek and Johnston [37] define as texture any deviation
from a flat field within a subband and use the following texture masking adjustment:

τt(k,n) = max

{
1,

[∑

k

wMTF (k)et(k,n)

]wt
}

(6)

where et(k,n) is the “texture energy” of subband k at location n, wMTF (k) is a weighting
factor for subband k determined empirically from the MTF of the HVS, and wt is a constant
equal to 0.15. The subband texture energy is given by:

et(k,n) =

{
local variancem∈N(n)(b(0,m)), if k = 0

b(k,n)2, otherwise
(7)

where N(n) is the neighborhood of the point n over which the variance is calculated. In the
Safranek-Johnston model, the overall sensitivity threshold is the product of three terms

t(k,n) = τt(k,n) τl(k,n) tb(k) (8)

where τt(k,n) is the texture masking adjustment, τl(k,n) is the luminance masking adjust-
ment, and tb(k) is the baseline sensitivity threshold.

A simple metric based on the PIC coder can be defined as follows:

E =





1

N

∑

n,k

[
b(k,n) − b̂(k,n)

t(k,n)

]Q




1

Q

(9)

where bk(n) and b̂k(n) are the n-th element of the k-th subband of the original and coded
image, respectively, t(k,n) is the corresponding perceptual threshold, and N is the number
of pixels in the image. A typical value for Q is 2. If the error pooling is done over the
subband index k only, as in (4), we obtain a spatial map of perceptually weighted errors
This map is downsampled by the number of subbands in each dimension. A full resolution
map can also be obtained by doing the error pooling on the upsampled and filtered subbands.

Figs. 4(a)–4(g) demonstrates the performance of the PIC metric. Figure 4(a) shows
an original 512 × 512 image. The gray-scale resolution is 8 bits/pixel. Figure 4(b) shows
the image coded with the SPIHT coder [81] at 0.52 bits/pixel; the PSNR is 33.3 DB.
Figure 4(b) shows the same image coded with the PIC coder [37] at the same rate. The
PSNR is considerably lower at 29.4 DB. This is not surprising, as the SPIHT algorithm
is designed to minimize the mean-squared error (MSE) and has no perceptual weighting.
The PIC coder assumes a viewing distance of six image heights or 21 inches. Depending on
the quality of reproduction (which is not known at the time this chapter is written), at a
close viewing distance, the reader may see ringing near the edges of the PIC image. On the
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other hand, the SPIHT image has considerable blurring, especially on the wall near the left
edge of the image. However, if the reader holds the image at the intended viewing distance
(approximately at arm’s length), the ringing disappears, and all that remains visible is
the blurring of the SPIHT image. Figs. 4(e) and 4(f) show the corresponding perceptual
distortion maps provided by the PIC metric. The resolution is 128× 128 and the distortion
increases with pixel brightness. Observe that the distortion is considerably higher for the
SPIHT image. In particular, the metric picks up the blurring on the wall on the left. The
perceptual PSNR (pooled over the whole image) is 46.8 DB for the SPIHT image and 49.5
DB for the PIC image, in contrast to the PSNR values. Figure 4(d) shows the image
coded with the standard JPEG algorithm at 0.52 bits/pixel and Figure 4(g) shows the
PIC metric. The PSNR is 30.5 DB and the perceptual PSNR is 47.9 DB. At the intended
viewing distance, the quality of the JPEG image is higher than the SPIHT image and worse
than the PIC image as the metric indicates. Note that the quantization matrix provides
some perceptual weighting, which explains why the SPIHT image is superior according to
PSNR and inferior according to perceptual PSNR. The above examples illustrate the power
of image quality metrics.

2.2.5 Watson’s DCTune

Many current compression standards are based on a discrete cosine transform (DCT) decom-
position. Watson [3, 38] presented a model known as DCTune that computes the visibility
thresholds for the DCT coefficients, and thus provides a metric for image quality. Watson’s
model was developed as a means to compute the perceptually optimal image dependent
quantization matrix for DCT-based image coders like JPEG. It has also been used to fur-
ther optimize JPEG-compatible coders [39, 41, 78]. The JPEG compression standard is
discussed in Chapter 17.

Because of the popularity of DCT-based coders and computational efficiency of the
DCT, we will give a more detailed overview of DCTune and how it can be used to obtain
a metric of image quality.

The original reference and degraded images are partitioned into 8 × 8 pixel blocks and
transformed to the frequency domain using the forward DCT. The DCT decomposition is
similar to the subband decomposition and is shown in Figure 4(f). Perceptual thresholds are
computed from the DCT coefficients of each block of data of the original image. For each
coefficient b(k,n), where k identifies the DCT coefficient and n denotes the block within
the reference image, a threshold t(k,n) is computed using models for contrast sensitivity,
luminance masking, and contrast masking.

The baseline contrast sensitivity thresholds tb(k) are determined by the Peterson, Ahu-
mada, Watson method [82]. The quantization matrices can be obtained from the threshold
matrices by multiplying by 2. These baseline thresholds are then modified to account,
first for luminance masking, and then for contrast masking, in order to obtain the overall
sensitivity thresholds.

Since luminance masking is a function of only the average value of a region, it depends
only on the DC coefficient b(0,n) of each DCT block. The luminance-masked threshold is
given by

tl(k,n) = tb(k)

[
b(0,n)

b̄(0)

]aT

(10)

where b̄(0) is the DC coefficient corresponding to average luminance of the display (1024
for an 8 bit image using a JPEG compliant DCT implementation) and aT has a suggested
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value of 0.649. This parameter controls the amount of luminance masking that takes place.
Setting it to zero turns off luminance masking.

The Watson model of contrast masking assumes that the visibility reduction is confined
to each coefficient in each block. The overall sensitivity threshold is determined as a function
of a contrast masking adjustment and the luminance-masked threshold tl(k,n):

t(k,n) = max
{

tl(k,n), |b(k,n)|wc(k)tl(k,n)1−wc(k)
}

(11)

where wc(k) has values between 0 and 1. The exponent may be different for each frequency,
but is typically set to a constant in the neighborhood of 0.7. If wc(k) is 0, no contrast
masking occurs and the contrast masking adjustment is equal to 1.

A distortion visibility threshold d(k,n) is computed at each location as the error at each
location (the difference between the DCT coefficients in the original and distorted images)
weighted by the sensitivity threshold.

d(k,n) =
b(k,n) − b̂(k,n)

t(k,n)
(12)

where b(k,n) and b̂(k,n) are the reference and distorted images, respectively. Note that
d(k,n) < 1 implies the distortion at that location is not visible, while d(k,n) > 1 implies
the distortion is visible.

To combine the distortion visibilities into a single value denoting the quality of the
image, error pooling is first done spatially. Then the pools of spatial errors are pooled across
frequency. Both pooling processes utilize the same probability summation framework.

p(k) =

{∑

n

|d(k,n)|Qs

} 1

Qs

(13)

From psychophysical experiments, a value of 4 has been observed to be a good choice for
Qs.

The matrix p(k) provides a measure of the degree of visibility of artifacts at each fre-
quency, that are then pooled across frequency using a similar procedure.

P =

{∑

k

p(k)Qf

} 1

Qf

(14)

Qf again can have many values depending on if average or worst case error is more im-
portant. Low values emphasize average error, while setting Qf to infinity reduces the
summation to a maximum operator thus emphasizing worst case error.

DCTune has been shown to be very effective in predicting the performance of block-
based coders. However, it is not as effective in predicting performance across different
coders. In [33, 80], it was found that the metric predictions (they used Qf = Qs = 2)
are not always consistent with subjective evaluations when comparing different coders. It
was found that this metric is strongly biased towards the JPEG algorithm. This is not
surprising since both the metric and JPEG are based on the DCT.
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2.2.6 Visual Signal to Noise Ratio

A general purpose quality metric known as the Visual Signal to Noise Ratio (VSNR) was
developed by Chandler and Hemami [27]. VSNR differs from other HVS based techniques
that we discuss in this section in three main ways. Firstly, the computational models used
in VSNR are derived based on psychophysical experiments conducted to quantify the visual
detectability of distortions in natural images, as opposed to sine wave gratings or Gabor
patches used in most other models. Second, VSNR attempts to quantify the perceived
contrast of supra-threshold distortions and the model is not restricted to the regime of
threshold of visibility (such as the Daly model). Third, VSNR attempts to capture a mid-
level property of the HVS known as global precedence, while most other models discussed
here only consider low level processes in the visual system.

In the pre-processing stage, VSNR accounts for viewing conditions (display resolution
and viewing distance) and display characteristics. The original image, f(n), and the pixel-
wise errors between the original and distorted images, f(n) − g(n), are decomposed using
an M -level discrete wavelet transform (DWT) using the 9/7 bi-orthogonal filters. VSNR
defines a model to compute the average contrast signal to noise ratios (CSNR) at the thresh-
old of detection for wavelet distortions in natural images for each sub-band of the wavelet
decomposition. To determine whether the distortions are visible within each octave band
of frequencies, the actual contrast of the distortions are compared with the corresponding
contrast detection threshold. If the contrast of the distortions is lower than the correspond-
ing detection threshold for all frequencies, the distorted image is declared to be of perfect
quality.

In Section 2.1.3, we mentioned the CSF of human vision and several models discussed
here attempt to model this aspect of human perception. Although the CSF is critical in
determining whether the distortions are visible in the test image, the utility of the CSF
in measuring the visibility of supra-threshold distortions has been debated. The perceived
contrast of supra-threshold targets has been shown to depend much less on spatial frequency
than what is predicted by the CSF, a property also known as contrast constancy. The VSNR
assumes contrast constancy and if the distortion is supra-threshold, the RMS contrast of
the error signal is used as a measure of the perceived contrast of the distortion, denoted by
dpc.

Finally, the VSNR models of the global precedence property of human vision - the
visual system has a preference for integrating edges in a coarse to fine scale fashion. VSNR
models the global precedence preserving CSNR for each octave band of spatial frequencies.
This model satisfies the following property - for supra-threshold distortions, the CSNR
corresponding to coarse spatial frequencies is greater than the CSNR corresponding to finer
scales. Further, as the distortions become increasingly supra-threshold, coarser scales have
increasingly greater CSNR than finer scales in order to preserve visual integration of edges in
a coarse to fine scale fashion. For a given distortion contrast, the contrast of the distortions
within each sub-band is compared with the corresponding global precedence preserving
contrast specified by the model to compute a measure dgp of the extent to which global
precedence has been disrupted. The final quality metric is a linear combination of dpc and
dgp.
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3 Structural Approaches

In this section, we will discuss structural approaches to image QA. We will discuss the
structural similarity philosophy in Section 3.1. We will show some illustrations of the
performance of this metric in Section 3.2. Finally, we will discuss the relation between
SSIM and HVS based metrics in Section 3.3.

3.1 The Structural Similarity Index

The most fundamental principle underlying structural approaches to image QA is that the
HVS is highly adapted to extract structural information from the visual scene, and therefore
a measurement of structural similarity (or distortion) should provide a good approximation
to perceptual image quality. Depending on how structural information and structural dis-
tortion are defined, there may be different ways to develop image QA algorithms. The
SSIM index is a specific implementation from the perspective of image formation. The
luminance of the surface of an object being observed is the product of the illumination and
the reflectance, but the structures of the objects in the scene are independent of the illumi-
nation. Consequently, we wish to separate the influence of illumination from the remaining
information that represents object structures. Intuitively, the major impact of illumination
change in the image is the variation of the average local luminance and contrast, and such
variation should not have a strong effect on perceived image quality.

Consider two image patches f̃ and g̃ obtained from the reference and test images. Math-
ematically, f̃ and g̃ denote two vectors of dimension N , where f̃ is composed of N elements
of f(n) spanned by a window B and similarly for g̃. To index each element of f̃ , we use the
notation f̃ = [f̃1, f̃2, . . . , f̃N ]T .

First, the luminance of each signal is estimated as the mean intensity:

µ
f̃

=
1

N

N∑

i=1

f̃i (15)

A luminance comparison function l(f̃ , g̃) is then defined as a function of µ
f̃

and µg̃:

l[f̃ , g̃] =
2µ

f̃
µg̃ + C1

µ2
f̃
+ µ2

g̃ + C1
(16)

where the constant C1 is included to avoid instability when µ2
f̃

+ µ2
g̃ is very close to zero.

One good choice is C1 = (K1E)2, where E is the dynamic range of the pixel values (255
for 8-bit grayscale images), and K1 << 1 is a small constant. Similar considerations also
apply to contrast comparison and structure comparison terms described below.

The contrast of each image patch is defined as an unbiased estimate of the standard
deviation of the patch:

σ2
f̃

=
1

N − 1

N∑

i=1

(
f̃i − µ

f̃

)2
(17)

The contrast comparison c(f̃ , g̃) takes a similar form as the luminance comparison function
and is defined as a function of σ

f̃
and σg̃:

c[f̃ , g̃] =
2σ

f̃
σg̃ + C2

σ2
f̃

+ σ2
g̃ + C2

(18)
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where C2 is a non-negative constant. C2 = (K2E)2, where K2 satisfies K2 << 1.
Third, the signal is normalized (divided) by its own standard deviation, so that the two

signals being compared have unit standard deviation. The structure comparison s(f̃ , g̃) is
conducted on these normalized signals. The SSIM framework uses a geometric interpretation
and the structures of the two images are associated with the direction of the two unit vectors
f̃ −µ

f̃
/σ

f̃
and g̃−µg̃/σg̃. The angle between the two vectors provides a simple and effective

measure to quantify structural similarity. In particular, the correlation coefficient between
f̃ and g̃ corresponds to the cosine of the angle between them and is used as the structure
comparison function:

s[f̃ , g̃] =
σ
f̃ g̃

+ C3

σ
f̃
σg̃ + C3

(19)

where the sample covariance between f̃ and g̃ is estimated as:

σ
f̃ g̃

=
1

N − 1

N∑

i=1

(
f̃i − µ

f̃

)
(g̃i − µg̃) (20)

Finally, the SSIM index between image patches f̃ and g̃ is defined as

SSIM[f̃ , g̃] = l[f̃ , g̃]α . c[f̃ , g̃]β . s[f̃ , g̃]γ (21)

where α, β and γ are parameters used to adjust the relative importance of the three com-
ponents.

The SSIM index and the three comparison functions - luminance, contrast and structure
- satisfy the following desirable properties.

• Symmetry : SSIM(f̃ , g̃) = SSIM(g̃, f̃). When quantifying the similarity between two
signals, exchanging the order of the input signals should not affect the resulting mea-
surement.

• Boundedness: SSIM(f̃ , g̃) ≤ 1. An upper bound can serve as an indication of how
close the two signals are to being perfectly identical.

• Unique maximum: SSIM(f̃ , g̃) = 1 if and only if f̃ = g̃. The perfect score is achieved
only when the signals being compared are identical. In other words, the similarity
measure should quantify any variations that may exist between the input signals.

The structure term of the SSIM index is independent of the luminance and contrast
of the local patches, which is physically sensible because the change of luminance and/or
contrast has little impact on the structures of the objects in the scene. Although the SSIM
index is defined by three terms, the structure term in the SSIM index is generally regarded
as the most important, since variations in luminance and contrast of an image do not affect
visual quality as much as structural distortions [25].

3.2 Image Quality Assessment Using SSIM

The SSIM index measure the structural similarity between two images. If one of the images
is regarded as of perfect quality, then the SSIM index can be viewed as an indication of the
quality of the other image signal being compared. When applying the SSIM index approach
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to large-size images, it is useful to compute it locally rather than globally. The reason is
manifold. First, statistical features of images are usually spatially non-stationary. Second,
image distortions, which may or may not depend on the local image statistics, may also vary
across space. Third, due to the non-uniform retinal sampling feature of the HVS, at typical
viewing distances, only a local area in the image can be perceived with high resolution
by the human observer at one time instance. Finally, localized quality measurement can
provide a spatially varying quality map of the image, which delivers more information about
the quality degradation of the image. Such a quality map can be used in different ways. It
can be employed to indicate the quality variations across the image. It can also be used
to control image quality for space-variant image processing systems, e.g., region-of-interest
image coding and foveated image processing.

In early instantiations of the SSIM index approach [25], the local statistics µ
f̃
, σ

f̃
and

σ
f̃ g̃

defined in Eqs. (15), (17) and (20) were computed within a local 8× 8 square window.
The window moves pixel-by-pixel from the top-left corner to the bottom-right corner of
the image. At each step, the local statistics and SSIM index are calculated within the
local window. One problem with this method is that the resulting SSIM index map often
exhibits undesirable ”blocking” artifacts as exemplified by Fig. 7(c). Such ”artifacts” are
not desirable because it is created from the choice of the quality measurement method (local
square window) and not from image distortions. In [26], a circular-symmetric Gaussian
weighting function w = {wi, i = 1, 2, . . . N} with unit sum (

∑N
i=1 wi = 1) is adopted. The

estimates of µ
f̃
, σ

f̃
and σ

f̃ g̃
are then modified accordingly:

µ
f̃

=
N∑

i=1

wif̃i (22)

σ2
f̃

=

N∑

i=1

wi

(
f̃i − µ

f̃

)2
(23)

σ
f̃ g̃

=
N∑

i=1

wi

(
f̃i − µ

f̃

)
(g̃i − µg̃) (24)

With such a smoothed windowing approach, the quality maps exhibit a locally isotropic
property as demonstrated in Fig. 7(d).

Fig. 8 shows the SSIM index maps of a set of sample images with different types of
distortions. The absolute error map for each distorted image is also included for comparison.
The SSIM index and absolute error maps have been adjusted, so that brighter always
indicates better quality in terms of the given quality/distortion measure. It can be seen
that the distorted images exhibit variable quality across space. For example, in image
8(b), the noise over the face region appears to be much more significant than that in the
texture regions. However, the absolute error map 8(d) is completely independent of the
underlying image structures. By contrast, the SSIM index map 8(c) gives perceptually
consistent prediction. In image 8(f), the bit allocation scheme of low bit-rate JPEG2000
compression leads to smooth representations of detailed image structures. For example, the
texture information of the roof of the building as well as the trees is lost. This is very well
indicated by the SSIM index map 8(g), but cannot be predicted from the absolute error
map 8(h). Some different types of distortions are caused by low bit-rate JPEG compression.
In image 8(j), the major distortions we observe are the blocking effect in the sky and the
artifacts around the outer boundaries of the building. Again, the absolute error map 8(l)
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fails to provide useful prediction, and the SSIM index map 8(k) successfully predicts image
quality variations across space. From these sample images, we see that an image quality
measure as simple as the SSIM index can adapt to various kinds of image distortions and
provide perceptually consistent quality predictions.

The final step of an image quality measurement system is to combine the quality map
into one single quality score for the whole image. A convenient way is to use a weighted
summation. If f(n and g(n) are the two images being compared, and SSIM[f(n), g(n)]
be the local SSIM index evaluated at location n. Then, the Mean SSIM (MSSIM) index
between f(n) and g(n) is defined as:

MSSIM[f(n), g(n)] =

∑
n W (n) SSIM[f(n), g(n)]∑

n W (n)
(25)

where W (n) is the weight given to the pixel location n. If all the samples in the quality map
are equally weighted, this results in the measure employed in [26]. There are two cases in
which non-uniform weighting is desirable. First, depending on the application, some prior
knowledge about the importance of different regions in the image is available, and such an
importance map can be converted into a weighting function. For example, object-based
region-of-interest image processing systems often segment the objects in the scene and give
different objects different importance. In a foveated image processing system (see Chapter
4.8), the weighting function can be determined according to the foveation feature of the
HVS, i.e., the visual resolution decreases gradually as a function of the distance from the
fixation point. Note that the weighting function here is determined only by the spatial
location and is independent of the local image content. In the second case, the image
content also plays a role. It has been observed that different image textures attract human
fixations with varying degrees, and therefore different weights can be assigned. In [13], a
variance-weighted weighting function was used. It was observed that this weighting function
is useful to balance the extreme case where severe high-variance distortions concentrate at
some small areas in the image.

3.3 Relation to HVS Based Models

In this section, we will relate the structure term in the SSIM index to MSE and human
vision based metrics [10, 14].

The MSE between image patches f̃ and g̃ is

MSE[f̃ , g̃] =
1

N

N∑

i=1

(f̃i − g̃i)
2

We define normalized random variables

f̃ =
f̃ − µ

f̃

σ
f̃

(26)

g̃ =
g̃ − µg̃

σg̃

(27)

Observe that:

MSE

(
f̃ − µ

f̃

σ
f̃

,
g̃ − µg̃

σg̃

)
= 2

(
1 −

σ
f̃ g̃

σ
f̃
σg(i)

)
(28)
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Thus, the structure term in the SSIM index essentially computes an MSE between im-
age patches, after normalizing them for their mean and standard deviations. This is not
surprising in view of the fact that the structure term of the SSIM index is defined to be
independent of the mean and standard deviation of the image intensity values. This rela-
tionship between the structure term of SSIM and MSE illustrates that simple modifications
to the MSE computation can help overcome some of its drawbacks such as failure to detect
brightness and contrast changes (illustrated in Fig. 5(b)).

We will now discuss the relation of SSIM to HVS based metrics. We first look at the
structure term of the SSIM index, which is arguably the most important term in the SSIM
index [10, 14]. It is evident that the definition of the normalized variables in (26),(27) is
very similar to divisive normalization models of contrast gain control in HVS based metrics.
In fact, a SSIM contrast masking model can be defined by:

R[f̃i] =
f̃i − µ

f̃√
1
N

∑N
i=1

[
f̃i − µ

f̃

]2
(29)

We discussed in Section 2.1.6 that most HVS based QA systems compute a Minkowski
error between the outputs of the contrast gain control model (as well as models of other
aspects of the HVS incorporated in QA) to the reference and test image patches as an index
of quality, often with a Minkowski exponent of 2 [35, 36, 38]. Similarly, observe that the
structure term of SSIM in (28) is a monotonic function of the square of the Minkowski error
between the outputs of the SSIM contrast gain control model in (29) with exponent 2.

It is important to note that the SSIM indices perform the gain control normalization in
the image pixel domain. In (29), the contrast gain control model divisively inhibits each
pixel by pooling the responses of a local spatial neighborhood of pixels. However, contrast
masking in the HVS is a phenomenon that occurs in a frequency-orientation decomposed
domain. For example, the masking effect is maximum when the orientation of the masker
and the target are parallel and decreases when their orientations are perpendicular [24].
The contrast masking models that we saw in Section 2.2 can capture these effects since
they normalize each filter output by pooling the responses at the same location of other
filters tuned to different orientations. However, the SSIM metric will not be able to account
for such effects. Improved versions of the SSIM index that use a frequency decomposition
have been proposed [16,17] and our discussion of the relation between the SSIM index and
contrast masking models helps us understand the reasons for the improved performance of
these metrics. Interestingly, the square of the response of the SSIM contrast gain control
model defined by (29) is equal to the response of the Teo and Heeger gain control model
defined by (5) with κi = N and σ2

i = 0 for all i. Thus, if the vectors f̃ and g̃ at each spatial
location n are defined using the responses of a filter bank at that location (as is done in the
Complex Wavelet SSIM model [17]), the SSIM contrast masking model is just the square
root of the Teo and Heeger contrast masking model.

Also, (16) is connected with Weber’s law which was discussed in Section 2.1.4 [26].
According to Weber’s law, the HVS is sensitive to the relative rather than the absolute
luminance change. Letting R represent the ratio of the luminance of the distorted signal
relative to the reference signal, then we can write µg̃ = Rµ

f̃
. Substituting this into (16)

gives

l[f̃ , g̃] =
2R

1 + R2 + C1

µ2

f̃

(30)

18



If we assume C1 is small enough (relative to µ2
f̃
) to be ignored, then l[f̃ , g̃] is a function only

of R. In this sense, it is qualitatively consistent with Weber’s law.
This discussion shows that although the SSIM index was derived from very different

first principles, at least part of the reasons for its success can be attributed to similarities
it shares with models of the HVS.
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4 Information Theoretic Approaches

In this section, we discuss information theoretic approaches to image quality assessment. We
will discuss the information theoretic metrics in Section 4.1. We will show some illustrations
of the performance of this metric in Section 4.2. Finally, we will discuss the relation between
structural similarity and information theoretic metrics in Section 4.3.

4.1 Information Theoretic Metrics

In the information-theoretic approach to quality assessment, the quality assessment problem
is viewed as an information-fidelity problem rather than a signal-fidelity problem. An image
source communicates to a receiver through a channel that limits the amount of information
that could flow through it, thereby introducing distortions. The output of the image source
is the reference image, the output of the channel is the test image, and the visual quality
of the test image is computed as the amount of information shared between the test and
the reference signals, i.e., the mutual information between them. Thus, information fidelity
methods exploit the relationship between statistical image information and visual quality.

Statistical models for signal sources and transmission channels are at the core of in-
formation theoretic analysis techniques. A fundamental component of information fidelity
based QA methods is a model for image sources. Images and videos whose quality needs
to be assessed are usually optical images of the three dimensional visual environment, or
natural scenes. Natural scenes form a very tiny subspace in the space of all possible image
signals and researchers have developed sophisticated models that capture key statistical
features of natural images. A review of these models has been presented in Chapter 4.7.

In this chapter we present two full-reference quality assessment methods based on the
information-fidelity paradigm. Both methods share a common mathematical framework.
The first method, the information fidelity criterion (IFC) [23], uses a distortion channel
model as depicted in Figure 9. The IFC quantifies the information shared between the test
image and the distorted image. The other method that we shall present in this chapter is
the visual information fidelity (VIF) measure [22], which uses an additional HVS channel
model, and utilizes two aspects of image information for quantifying perceptual quality: the
information shared between the test and the reference image, and the information content
of the reference image itself. This is depicted pictorially in Figure 10.

Images and videos of the visual environment captured using high quality capture devices
operating in the visual spectrum are broadly classified as natural scenes. This differentiates
them from text, computer generated graphics scenes, cartoons and animations, paintings
and drawings, random noise, or images and videos captured from non-visual stimuli such
as Radar and Sonar, X-Rays, ultra-sounds etc. The model for natural images that is used
in the information theoretic metrics is the Gaussian Scale Mixture (GSM) model in the
wavelet domain.

A GSM is a random field (RF) that can be expressed as a product of two independent

RFs [11]. That is, a GSM C = {
−→
C n : n ∈ N }, where N denotes the set of spatial indices

for the RF, can be expressed as:

C = S · U = {Sn ·
−→
U n : n ∈ N } (31)

where S = {Sn : n ∈ N } is an RF of positive scalars also known as the mixing density

and U = {
−→
U n : n ∈ N } is a Gaussian vector RF with mean zero and covariance matrix
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CU .
−→
C n and

−→
U n are M dimensional vectors, and we assume that for the RF U ,

−→
U n is

independent of
−→
U m, ∀n 6= m. We model each subband of a scale-space-orientation wavelet

decomposition (such as the steerable pyramid [12]) of an image as a GSM. We partition the
subband coefficients into non-overlapping blocks of M coefficients each, and model block n

as the vector
−→
C n. Thus image blocks are assumed to be uncorrelated with each other, and

any linear correlations between wavelet coefficients is modeled only through the covariance
matrix CU .

One could easily make the following observations regarding the above model: C is nor-

mally distributed given S (with mean zero, and covariance of
−→
C n being S2

nCU ), that given

Sn, Cn are independent of Sm for all n 6= m, and that given S,
−→
C n are conditionally

independent of
−→
C m, ∀n 6= m [11]. These properties of the GSM model make analytical

treatment of information fidelity possible.
The information theoretic metrics assume that the distorted image is obtained by ap-

plying a distortion operator on the reference image. The distortion model used in the in-
formation theoretic metrics is a signal attenuation and additive noise model in the wavelet
domain:

D = GC + V = {gn

−→
C n +

−→
V n : n ∈ N } (32)

where C denotes the RF from a subband in the reference signal, D = {
−→
Dn : n ∈ N } denotes

the RF from the corresponding subband from the test (distorted) signal, G = {gn : n ∈ N }

is a deterministic scalar gain field and V = {
−→
V n : n ∈ N } is a stationary additive zero-

mean Gaussian noise RF with covariance matrix CV = σ2
V I. The RF V is white, and is

independent of S and U . We constrain the field G to be slowly-varying.
This model captures important, and complementary, distortion types: blur, additive

noise, and global or local contrast changes. The attenuation factors gn would capture the
loss of signal energy in a subband due to blur distortion, and the process V would capture
the additive noise components separately.

We will now discuss the information fidelity criterion (IFC) and the Visual Information
Fidelity (VIF) criteria in the following sections.

4.1.1 The Information Fidelity Criterion

The IFC quantifies the information shared between a test and the reference image. The
reference image is assumed to pass through a channel yielding the test image, and the
mutual information between the reference and the test images is used for predicting visual
quality.

Let
−→
C N = {

−→
C 1,

−→
C 2, . . . ,

−→
C N} denote N elements from C. Let SN and

−→
DN be corre-

spondingly defined. The IFC uses the mutual information between the reference and test

images conditioned on the mixing density in the GSM model, i.e. I(
−→
C N ;

−→
E N |

−→
S N = sN ), as

an indicator of visual quality. With the stated assumptions on C and the distortion model,
it can easily be shown that [23]:

I(
−→
C N ;

−→
DN |sN ) =

1

2

N∑

n=1

M∑

k=1

log2

(
1 +

g2
ns2

nλk

σ2
V

)
(33)

where λk are the eigenvalues of CU .
Note that in the above treatment it is assumed that the model parameters sN , G and σ2

V

are known. Details of practical estimation of these parameters are given in Section 4.1.3. In
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the development of the IFC, we have so far only dealt with one subband. One could easily
incorporate multiple subbands by assuming that each subband is completely independent
of others in terms of the RFs as well as the distortion model parameters. Thus the IFC is
given by:

IFC =
∑

j∈subbands

I(
−→
C N,j ;

−→
DN,j |sN,j) (34)

where the summation is carried over the subbands of interest, and
−→
C N,j represent Nj

elements of the RF Cj that describes the coefficients from subband j, and so on.

4.1.2 The Visual Information Fidelity Criterion

In addition to the distortion channel, VIF assumes that both the reference and distorted
images pass through the HVS, which acts as a ‘distortion channel’ that imposes limits on
how much information could flow through it. The purpose of HVS model in the information
fidelity setup is to quantify the uncertainty that the HVS adds to the signal that flows
through it. As a matter of analytical and computational simplicity, we lump all sources
of HVS uncertainty into one additive noise component that serves as a distortion baseline
in comparison to which the distortion added by the distortion channel could be evaluated.
We call this lumped HVS distortion visual noise, and model it as a stationary, zero mean,
additive white Gaussian noise model in the wavelet domain. Thus, we model the HVS noise

in the wavelet domain as stationary RFs H = {
−→
Hn : n ∈ N } and H′ = {

−→
H ′

n : n ∈

N }, where
−→
H i and

−→
H ′

i are zero-mean uncorrelated multivariate Gaussian with the same

dimensionality as
−→
C n:

E = C + H (reference image) (35)

F = D + H′ (test image) (36)

where E and F denote the visual signal at the output of the HVS model from the reference
and the test images in one subband respectively (Figure 10). The RFs H and H′ are assumed
to be independent of U , S, and V. We model the covariance of H and H′ as:

CH = CH′ = σ2
HI (37)

where σ2
H is an HVS model parameter (variance of the visual noise).

It can be shown [22] that :

I(
−→
C N ;

−→
E N |sN ) =

1

2

N∑

n=1

M∑

k=1

log2

(
1 +

s2
nλk

σ2
H

)
(38)

I(
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C N ;
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F N |sN ) =

1

2
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log2
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1 +
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nλk
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(39)

where λk are the eigenvalues of CU .

I(
−→
C N ;

−→
E N |sN ) and I(

−→
C N ;

−→
F N |sN ) represent the information that could ideally be ex-

tracted by the brain from a particular subband of the reference and the test images re-
spectively. A simple ratio of the two information measures relates quite well with visual
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quality [22]. It is easy to motivate the suitability of this relationship between image infor-
mation and visual quality. When a human observer sees a distorted image, he has an idea
of the amount information that he expects to receive in the image (modeled through the
known S field), and it is natural to expect the fraction of the expected information that is
actually received from the distorted image to relate well with visual quality.

As with the IFC, the VIF could easily be extended to incorporate multiple subbands
by assuming that each subband is completely independent of others in terms of the RFs as
well as the distortion model parameters. Thus, the VIF is given by:

VIF =

∑
j∈subbands I(

−→
C N,j ;

−→
F N,j |sN,j)

∑
j∈subbands I(

−→
C N,j ;

−→
E N,j |sN,j)

(40)

where we sum over the subbands of interest, and
−→
C N,j represent N elements of the RF Cj

that describes the coefficients from subband j, and so on.
The VIF given in (40) is computed for a collection of wavelet coefficients that could

either represent an entire subband of an image, or a spatially localized set of subband
coefficients. In the former case, the VIF is a single number that quantifies the information
fidelity for the entire image, whereas in the latter case, a sliding-window approach could be
used to compute a quality map that could visually illustrate how the visual quality of the
test image varies over space.

4.1.3 Implementation Details

The source model parameters that need to be estimated from the data consist of the field
S. For the vector GSM model, the maximum-likelihood estimate of s2

n can be found as
follows [18]:

ŝ2
n =

−→
C T

nC−1
U

−→
C n

M
(41)

Estimation of the covariance matrix CU is also straightforward from the reference image
wavelet coefficients [18]:

ĈU =
1

N

N∑

n=1

−→
C n

−→
C T

n (42)

In (41) and (42), 1
N

∑N
n=1 s2

n is assumed to be unity without loss of generality [18].
The parameters of the distortion channel are estimated locally. A spatially localized

block-window centered at coefficient n could be used to estimate gn and σ2
V at n. The

value of the field G over the block centered at coefficient n, which we denote as gn, and
the variance of the RF V, which we denote as σ2

V,n, are fairly easy to estimate (by linear
regression) since both the input (the reference signal) as well as the output (the test signal)
of the system (32) are available:

ĝn = Ĉov(C, D)Ĉov(C, C)−1 (43)

σ̂2
V,n = Ĉov(D, D) − ĝnĈov(C, D) (44)

where the covariances are approximated by sample estimates using sample points from the
corresponding blocks centered at coefficient n in the reference and the test signals.

For VIF, the HVS model is parameterized by only one parameter: the variance of
visual noise σ2

H . It is easy to hand-optimize the value of the parameter σ2
H by running the

algorithm over a range of values and observing its performance.
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4.2 Image Quality Assessment Using Information Theoretic Metrics

Firstly, note that the IFC is bounded below by zero (since mutual information is a non-
negative quantity) and bounded above by ∞, which occurs when the reference and test
images are identical. One advantage of the IFC is that like the MSE, it does not depend
upon model parameters such as those associated with display device physics, data from
visual psychology experiments, viewing configuration information, or stabilizing constants.

Note that VIF is basically IFC normalized by the reference image information. The
VIF has a number of interesting features. Firstly, note that VIF is bounded below by zero,
which indicates that all information about the reference image has been lost in the distortion
channel. Secondly, if the test image is an exact copy of the reference image, then VIF is
exactly unity (this property is satisfied by the SSIM index also). For many distortion types,
VIF would lie in the interval [0, 1]. Thirdly, a linear contrast enhancement of the reference
image that does not add noise would result in a VIF value larger than unity, signifying
that the contrast enhanced image has a superior visual quality than the reference image!
It is common observation that contrast enhancement of images increases their perceptual
quality unless quantization, clipping, or display non-linearities add additional distortion.
This improvement in visual quality is captured by VIF.

We now illustrate the performance of VIF by example. Figure 11 shows a reference
image and three of its distorted versions that come from three different types of distortion,
all of which have been adjusted to have about the same MSE with the reference image.
The distortion types illustrated in Figure 11 are contrast stretch, Gaussian blur and JPEG
compression. In comparison with the reference image, the contrast enhanced image has a
better visual quality despite the fact that the ‘distortion’ (in terms of a perceivable difference
with the reference image) is clearly visible. A VIF value larger than unity indicates that the
perceptual difference in fact constitutes improvement in visual quality. In contrast, both the
blurred image and the JPEG compressed image have clearly visible distortions and poorer
visual quality, which is captured by a low VIF measure.

Figure 12 illustrates spatial quality maps generated by VIF. Figure 12(a) shows a ref-
erence image and Figure 12(b) the corresponding JPEG2000 compressed image in which
the distortions are clearly visible. Figure 12(c) shows the reference image information map.
The information map shows the spread of statistical information in the reference image.
The statistical information content of the image is low in flat image regions, whereas in
textured regions and regions containing strong edges, it is high. The quality map in Fig-
ure 12(d) shows the proportion of the image information that has been lost to JPEG2000
compression. Note that due to the nonlinear normalization in the denominator of VIF, the
scalar VIF value for a reference/test pair is not the mean of the corresponding VIF-map.

4.3 Relation to HVS Based Metrics and Structural Similarity

We will first discuss the relation between IFC and the SSIM index [10,14]. First of all, the
GSM model used in the information theoretic metrics results in the sub-band coefficients
being Gaussian distributed, when conditioned on the mixing density. The linear distortion
channel model results in the reference and test image being jointly Gaussian. The definition
of the correlation coefficient in the SSIM index in (19) is obtained from regression analysis
and implicitly assumes that the reference and test image vectors are jointly Gaussian [19].
These observations hint at the possibility that the IFC index may be closely related to
SSIM. A well known result in information theory states that when two variables are jointly
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Gaussian, the mutual information between them is a function of just the correlation co-
efficient [20, 21]. Thus, recent results show that a scalar version of the IFC metric is a
monotonic function of the square of the structure term of the SSIM index when the SSIM
index is applied on sub-band filtered coefficients [10, 14]. The reasons for the monotonic
relationship between the SSIM index and the IFC index are the explicit assumption of a
Gaussian distribution on the reference and test image coefficients in the IFC index (con-
ditioned on the mixing density) and the implicit assumption of a Gaussian distribution in
the SSIM index (due to the use of regression analysis). These results indicate that the IFC
index is equivalent to multi-scale SSIM indices since they satisfy a monotonic relationship.

Further, the concept of the correlation coefficient in SSIM was generalized to vector val-
ued variables using canonical correlation analysis to establish a monotonic relation between
the squares of the canonical correlation coefficients and the vector IFC index [10,14]. It was
also established that the VIF index includes a structure comparison term and a contrast
comparison term (similar to the SSIM index), as opposed to just the structure term in IFC.
One of the properties of the VIF index observed in Section 4.2 was the fact that it can
predict improvement in quality due to contrast enhancement. The presence of the contrast
comparison term in VIF explains this effect [10, 14].

We showed the relation between SSIM and HVS based metrics in Section 3.3. From our
discussion here, the relation between IFC, VIF and HVS based metrics are also immediately
apparent. Similarities between the scalar IFC index and HVS based metrics were also
observed in [23]. It was shown that the IFC is functionally similar to HVS based FR QA
algorithms [23]. The reader is referred to [10, 14] for a more thorough treatment of this
subject.

Having discussed the similarities between the structural similarity and the information
theoretic frameworks, we will now discuss the differences between them. The structural
similarity metrics use a measure of linear dependence between the reference and test image
pixels, namely the Pearson product moment correlation coefficient. However, the infor-
mation theoretic metrics use the mutual information, which is a more general measure of
correlation that can capture non-linear dependencies between variables. The reason for the
monotonic relation between the square of the structure term of the SSIM index applied in
the sub-band filtered domain and the IFC index is due to the assumption that the reference
and test image coefficients are jointly Gaussian. This indicates that the structure term of
SSIM and the IFC are equivalent under the statistical source model used in [23] and more
sophisticated statistical models are required in the IFC framework to distinguish it from
the SSIM index.

Although the information theoretic metrics use a better notion of correlation than the
structural similarity philosophy, the form of the relationship between the reference and test
images might affect visual quality. As an example, if one test image is a deterministic
linear function of the reference image, while another test image is a deterministic parabolic
function of the reference, the mutual information between the reference and the test image
is identical in both cases. However, it is unlikely that the visual quality of both images are
identical. We believe that further investigation of suitable models for the distortion channel
and the relation between such channel models and visual quality are required to answer this
question.
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5 Performance of Image Quality Metrics

In this section we present results on the validation of some of the image quality metrics
presented in this chapter and present comparisons with PSNR. All results use the LIVE
image QA database [5] developed by Bovik and co-workers and further details can be found
in [4]. The validation is done using subjective quality scores obtained from a group of
human observers, and the performance of the QA algorithms is evaluated by comparing the
quality predictions of the algorithms against subjective scores.

In the LIVE database, 20 − 28 human subjects were asked to assign each image with a
score indicating their assessment of the quality of that image, defined as the extent to which
the artifacts were visible and annoying. Twenty-nine high-resolution 24-bits/pixel RGB
color images (typically 768 × 512) were distorted using five distortion types: JPEG2000,
JPEG, white noise in the RGB components, Gaussian blur, and transmission errors in
the JPEG2000 bit stream using a fast-fading Rayleigh channel model. A database was
derived from the 29 images to yield a total of 779 distorted images, which, together with the
undistorted images, were then evaluated by human subjects. The raw scores were processed
to yield Difference Mean Opinion Scores (DMOS) scores for validation and testing.

Usually, the predicted quality scores from a QA method are fitted to the subjective
quality scores using a monotonic non-linear function to account for any non-linearities in
the objective model. Numerical methods are used to do this fitting. For the results presented
here, a five-parameter non-linearity (a logistic function with additive linear term) was used
and the mapping function used is given by

Quality(x) = β1logistic (β2, (x − β3)) + β4x + β5 (45)

logistic(τ, x) =
1

2
−

1

1 + exp(τx)
(46)

Table 1 quantifies the performance of the various methods in terms of well known vali-
dation quantities: the linear correlation coefficient (LCC) between objective model predic-
tion and subjective quality and the spearman rank order correlation coefficient (SROCC)
between them. Clearly, several of these quality metrics correlate very well with visual per-
ception. The performance of IFC and multi-scale SSIM indices are comparable, which is not
surprising in view of the discussion in Section 4.3. Interestingly, the SSIM index correlates
very well with visual perception despite its simplicity and ease of computation.
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6 Conclusion

Hopefully, the reader has captured an understanding of the basic principles and difficulties
underlying the problem of image QA. Even when there is a reference image available, as
we have assumed in this chapter, the problem remains difficult owing to the subtleties and
remaining mysteries of human visual perception. Hopefully, the reader has also found that
recent progress has been significant, and that image QA algorithms exist that correlate quite
highly with human judgments. Ultimately, it is hoped that confidence in these algorithms
will become high enough that image quality algorithms can be used as surrogates for human
subjectivity.

Naturally, significant problems remain. The use of partial image information instead of
a reference image - so-called reduced reference image QA - presents interesting opportunities
where good performance can be achieved in realistic applications where only partial about
the reference image may be available. More difficult yet is the situation where no reference
image information is available. This problem, called No-Reference or Blind image QA is
very difficult to approach unless there is at least some information regarding the types of
distortions that might be encountered [2].

An interesting direction for future work is the further use of image quality assessment
algorithms as objective functions for image optimization problems. For example, the SSIM
index has been used to optimize several important image processing problems, including
image restoration, image quantization, and image de-noising [6–9]. Another interesting line
of inquiry is the use of image quality algorithms - or variations of them - for other purposes
than image quality assessment - such as speech quality assessment [1].

Lastly, we have not covered methods for assessing the quality of digital videos. There are
many sources of distortion that may occur owing to time-dependent processing of videos,
and interesting aspects of spatio-temporal visual perception come into play when developing
algorithms for video QA. Such algorithms are by necessity more involved in their construc-
tion and complex in their execution. The reader is encouraged to read Chapter 14 of the
companion volume, The Essential Guide to Video Processing, for a thorough discussion of
this topic.
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Figure 1: Perceptual coder
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Figure 2: Spatial contrast sensitivity function (Reprinted with permission from reference
[63], page 269)
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(a) Original 512 × 512 image (b) SPIHT coder at 0.52 bits/pixel, PSNR = 33.3 DB

(c) PIC coder at 0.52 bits/pixel, PSNR = 29.4 DB (d) JPEG coder at 0.52 bits/pixel, PSNR = 30.5 DB
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(e) PIC metric for SPIHT coder, perceptual PSNR =
46.8 DB

(f) PIC metric for PIC coder, perceptual PSNR = 49.5
DB

(g) PIC metric for JPEG coder, perceptual PSNR =
47.9 DB
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(a) Cortex transform (Watson)

(b) Cortex transform (Daly)

(c) Lubin’s transform

(d) Subband transform

(e) Wavelet transform

(f) DCT transform

Figure 4: The decomposition of the frequency plane corresponding to various transforms.
The range of each axis is from -us/2 to us/2 cycles per degree, where us is the sampling
frequency.
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Figure 5: Failure of the Minkowski metric for image quality prediction. (a) original image;
(b) distorted image by adding a positive constant; (c) distorted image by adding the same
constant, but with random sign. Images (b) and (c) have the same Minkowski metric with
respect to image (a), but drastically different visual quality.
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Figure 6: Failure of the Minkowski metric for image quality prediction. (a) original texture
image; (b) distorted image by adding independent white Gaussian noise; (c) reordering
of the pixels in image (a) (by sorting pixel intensity values); (d) reordering of the pixels
in image (b), by following the same reordering used to create image (c). The Minkowski
metrics between images (a) and (b) and images (c) and (d) are the same, but image (d)
appears much noisier than image (b).
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Figure 7: The effect of local window shape on SSIM index map. (a) original image; (b)
impulsive noise contaminated image; (c) SSIM index map using square windowing approach;
(d) SSIM index map using smoothed windowing approach. In both SSIM index maps,
brighter indicates better quality.
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Figure 8: Sample distorted images and their quality/distortion maps (images are cropped to
160160 for visibility); (a), (e), (i): original images; (b): Gaussian noise contaminated image;
(f) JPEG2000 compressed image; (j) JPEG compressed images; (c), (g), (k): SSIM index
maps of the distorted images, where brightness indicates the magnitude of the local SSIM
index (squared for visibility); (d), (h), (l): absolute error maps of the distorted images,
where darkness indicates the absolute value of the local pixel difference. Note that in all
quality/distortion maps ((c), (d), (g), (h), (k) and (l)), brighter indicates better quality in
terms of the underlying quality/distortion measure.
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Figure 9: The information-fidelity problem: A channel distorts images and limits the
amount of information that could flow from the source to the receiver. Quality should
relate to the amount of information about the reference image that could be extracted from
the test image.
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Figure 10: An information-theoretic setup for quantifying visual quality using a distortion
channel model as well as an HVS model. The HVS also acts as a channel that limits the flow
of information from the source to the receiver. Image quality could also be quantified using
a relative comparison of the information in the upper path of the figure and the information
in the lower path.
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(a) Reference image (b) Contrast enhancement

(c) Blurred (d) JPEG compressed

Figure 11: The VIF has an interesting feature: it can capture the effects of linear contrast
enhancements on images, and quantify the improvement in visual quality. A VIF value
greater than unity indicates this improvement, while a VIF value less than unity signifies
a loss of visual quality. (a) Reference Lena image (VIF = 1.0). (b) Contrast stretched
Lena image (VIF = 1.17). (c) Gaussian blur (VIF = 0.05) and (d) JPEG compressed
(VIF = 0.05).
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(a) Reference image (b) JPEG2000 compressed

(c) Reference image info. map (d) VIF map

Figure 12: Spatial maps showing how VIF captures spatial information loss.
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Performance

Model LCC SROCC

PSNR 0.8709 0.8755

Sarnoff JND 0.9266 0.9291

DCTune 0.8046 0.8032

Multi-Scale SSIM 0.9393 0.9527

IFC 0.9441 0.9459

VIF 0.9533 0.9584

VSNR 0.889 0.889

Table 1: Performance of different QA methods.
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