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Abstract
Psychovisual rate-distortion optimization (Psy-RD) has been

used in the industrial video coding practice as a tool to improve
perceptual video quality. It has earned significant popularity
through the wide spread of the open source x264 video encoders,
where the Psy-RD option is employed by default. Nevertheless,
little work has been dedicated to validate the impact of Psy-RD
optimization on perceptual quality, so as to provide meaningful
guidance on the practical usage and future development of the
idea. In this work, we build a database that contains Psy-RD
encoded video sequences at different strength and bitrates. A sub-
jective user study is then conducted to evaluate and compare the
quality of the Psy-RD encoded videos. We observe that there is
considerable agreement between subjects’ opinions on the test
video sequences. Unfortunately, the impact of Psy-RD optimiza-
tion on video quality does not appear to be encouraging. Some-
what surprisingly, the perceptual quality gain of Psy-RD ON ver-
sus Psy-RD OFF cases is negative on average. Our results sug-
gest that Psy-RD optimization should be used with caution. Fur-
ther investigations show that most state-of-the-art full-reference
objective quality models correlate well with the subjective exper-
iment results overall. But in terms of the paired comparison be-
tween Psy-RD ON and OFF cases, the false alarm rates are mod-
erately high.

Introduction
Video codecs are primarily characterized in terms of the

throughput of the channel and the perceived distortion of the re-
constructed video. A fundamental issue in video coding is to as-
sign the available bis in an optimal way so as to obtain the best
trade-off between the rate and perceived distortion. The process
used to achieve this objective is commonly known as Rate Dis-
tortion Optimization (RDO). In practice, distortion models such
as Sum of Absolute Difference (SAD) and Peak Signal-to-Noise
Ratio (PSNR) are used in most actual implementations. Howev-
er, these models do not correlate well with the perceptual video
quality. Psychovisual rate-distortion optimization has been pro-
posed to match perceived visual quality better by replacing the
default distortion measure by more sophisticated objective model-
s. Pyschovisual optimization has been a heavily studied research
topic in academia [1, 2, 3, 4, 5, 6]. In the industry, DivX Labs
made one of the first attempts to introduce psychovisual enhance-
ment into their Dr. DivX [7] codec based on visual property of
Just Noticeable Difference (JND). Dr. DivX analyzes each frame
and concentrate on areas that are believed to be more noticeable to
the human eyes. There are two optional settings available for Psy-
chovisual Enhancements, namely shaping and masking. Shaping
attempts to enhance fine details in the texture and mask differ-

ences between the source and encoded video in complex textures,
making them less noticeable. Masking uses a slightly different
algorithm, whereby each block in the frame and the surrounding
blocks are analyzed such that the psychovisual enhancement in-
troduces minimal artifacts. Another psychovisual optimized rate-
distortion optimization, namely Psy-RD [8], was included in the
x264 encoder and has been widely used in the video coding com-
munity. The philosophy behind Psy-RD is that the human eyes
prefer the image to have similar complexity rather to look similar
to the original image. In other words, humans would rather see
a somewhat distorted but detail-rich block than a non-distorted
but blurry block. Therefore, a tradeoff between the high frequen-
cy component of images and extra artifacts in the low frequency
component region was introduced in the x264 encoder to increase
the complexity of image especially when it is heavily compressed.
This is very different from the traditional image quality assess-
ment philosophy which considers the human visual contrast sen-
sitivity variations across frequency and tend to lean towards sacri-
ficing the quality in the high energy components. In the past few
years, many users of x264 encoder have claimed that there was
perceptual quality improvement when the Psy-RD optimization
was turned on. However, to the best of our knowledge, the per-
formance of Psy-RD has not been systematically studied. In [9],
5 video sequences with different x264 encoder settings including
Psy-RD are tested, and the conclusion is that Psy-RD achieves a
marginal gain to the default setting. So far, no extensive test that
consists of different bitrates and Psy-RD strength was conducted,
and more importantly, systematic subjective verification is com-
pletely missing. Consequently, whether the Psy-RD option should
be turned on and what strength should be used to achieve the best
visual quality is still unknown.

The purpose of this work is firstly to build a database that
contains Psy-RD encoded videos at different Psy-RD strength and
bitrate levels. Subjective experiment is then conducted using the
test sequences and the mean opinion score (MOS) of each se-
quence is obtained. The results can be used to 1) study the human
behaviors in evaluating the Psy-RD encoded video and analyze
the impact of different Psy-RD settings; 2) test the performance
of existing objective video quality assessment algorithms in pre-
dicting the subjective quality under psychovisual rate-distortion
enhancement and explore potential ways to improve them.

Video Database and Subjective Quality As-
sessment
Video Database

Fifteen original high-quality videos of 1280 × 720 resolu-
tion are selected to cover diverse content types including humans,
plants, natural sceneries, man-made architectures and computer-
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Figure 1. Screen shot from each of the input source video clips used in the subjective study. (a) Animation. (b) Argun. (c) Baby. (d) China. (e) Climbing. (f)

DaNaoTianGong. (g) Food. (h) HongKong. (i) KatyPerry. (j) LoL. (k) Skii. (l) SlideEditing. (m) TimeElapse. (n) Transformer. (o) ZapHighlights.

synthesized sceneries. Fig. 1 shows the screen shots for all test
videos. All videos have a duration of 10 seconds and a frame rate
of 25 frames per second (fps). We created 16 test sequences from
each of the reference sequences using x264 encoder at four differ-
ent bit rates (250 kbps, 500 kbps, 950 kbps and 1300 kbps) and at
four Psy-RD strength (0, 0.6, 1.0 and 2.0) to cover the commonly
used working range of the Psy-RD tool.

Subjective Experiment

The subjective experiment was conducted on a PC with In-
tel(R) Core(TM) i7-2600 dual 3.40GHz CPU. All videos are dis-
played at their actual pixel resolution on an LCD monitor at a
resolution of 2560 × 1600 pixel with Truecolor (32bit) at 60Hz.
The monitor was calibrated in accordance with the recommenda-
tions of ITU-T BT.500 [10]. The test environment was setup as
a normal indoor office workspace with ordinary illumination lev-
el. A customized subjective video quality assessment experiment
program was used to render the videos on the screen and collect
subjective opinion scores. During the test, the order of the video
clips was randomized and thus different for each subject.

A total of 20 naive observers, including 12 males and 8 fe-
males aged between 20 and 40, participated in the subjective ex-
periment. For each video clip, the subject was asked to give an
integer score that best reflects the perceptual quality. For each
subject, the whole study takes about one hour, which is divided
into two sessions with a 7-minute breaks in-between to minimize
the influence of fatigue effect. The score ranges from 0 to 100,
where 0 denotes the worst quality and 100 the best. The choice
of a 100-point continuous scale as opposed to a discrete 5-point
ITU-R Absolute Category Scale (ACR) has advantages: expanded
range, finer distinctions between ratings, and demonstrated prior
efficacy [11].
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Figure 2. PLCC and SRCC between individual subject ratings and MOS.

Rightmost column: performance of an average subject.



Analysis and discussion
Analysis of Subjective Data

After the subjective test, one outlier subject was removed
based on the outlier removal scheme in [10], resulting 19 valid
subjects. The final quality score for each individual video clip
is computed as the average of subjective scores, namely the
mean opinion score (MOS). Considering the MOS as the “ground
truth”, the performance of individual subject can be evaluated by
calculating the correlation coefficient between individual subject
ratings and MOS values for each video clips. Pearson linear corre-
lation coefficient (PLCC) and Spearman’s rank-order correlation
coefficient (SRCC) are employed as the evaluation criteria [12].
Both criteria range between 0 to 1, where higher values indicate
better performance. The performance of each subject is depicted
in Fig. 2. The average performance across all individual subjects
is also given in the rightmost columns of Fig. 2. It can be observed
that in general the subjects agree with each other to a significant
extent.

TABLE 1: MOS gain for different Psy-RD strength at different
bitrate levels.

Target bitrate Psy-RD strength
Kbps 0.6 1 2
250 -0.3867 -3.1867 -3.2367
500 -1.6233 -0.9500 -4.6433
950 -0.2200 -1.7267 -4.0867
1300 -0.6033 -0.9767 -0.8833

TABLE 2: Actual mean bitrate comparison

Target bitrate Psy-RD strength
Kbps 0 0.6 1 2
250 253.44 258.06 260.29 264.84
500 493.00 499.40 502.95 510.02
950 953.85 962.03 965.81 969.68
1300 1319.50 1306.73 1314.50 1317.09

To evaluate the effectiveness of Psy-RD on different video
content, we plot the likelihood of Psy-RD on improving quality
for each video content in Fig. 3 where likelihood is computed as
the percentage of Psy-RD improving quality minus 0.5. It can
be seen that although Psy-RD degrades the quality for most of
the video content, especially for the videos with low spatial and
temporal complexities, e.g., Baby, DaNaoTianGong, and Skii, it
tends to improve the quality of certain videos that contain com-
plex spatial and temporal activities, e.g., Animation, China, LoL,
and Transformer. To the best of our knowledge, this phenomenon
has not been explicitly reported in the literature. The reason be-
hind is not fully understood but is worth deep investigation.

From the subjective test results, we have the following ob-
servations: 1) Table 1 lists the average MOS gain achieved by
turning Psy-RD at different strength and different bitrate levels
using Psy-RD OFF as the anchor. Consistent MOS loss is ob-
served from the table, which means turning Psy-RD on would on
average hurt the overall perceptual quality of videos. The larger

Figure 3. Likelihood of Psy-RD on improving quality for different video

content. Likelihood computed as percentage minus 0.5.

the Psy-RD strength, the stronger the negative impact. 2) Psy-RD
tends to increase the actual bitrate of videos as shown in Table 2.
The larger of the Psy-RD strength, the larger the bitrate of the en-
coded video. 3) The impact of Psy-RD is content dependent. We
observe that Psy-RD often improves the quality of complex-scene
videos, and the gain peaks at Psy-RD strength 0.6. On the other
hand, the quality of most of videos is hurt by Psy-RD, especially
for the videos with low spatial and temporal complexity. Overall,
as a psychovisual enhancement tool, Psy-RD should be used with
caution because turning Psy-RD on not only increases bitrates, but
may also introduce annoying artifacts that have significant nega-
tive impact on the perceptual quality.

Performance of Objective VQA Models
We tested 9 full-reference and 1 no-reference objective

VQA models, including PSNR, VSNR [13], WSNR [14], S-
SIM [15], MSSSIM [16], SSIMplus [17], VIF [18], STMAD [19],
VQM [20], and BRISQUE [21]. Four criteria are employed for
performance evaluation by comparing MOS and objective VQA
models. Some of the criteria are included in previous tests car-
ried out by the video quality experts group [12]. Other criteria
are adopted in previous study [22]. These evaluation criteria are:
1) PLCC after a nonlinear modified logistic mapping between the
subjective and objective scores [22]; 2) SRCC; 3) Mean abso-
lute error (MAE) after the non-linear mapping; and 4) Root mean
square after the non-linear mapping. Among the above metrics,
PLCC, MAE and RMS are adopted to evaluate prediction accura-
cy, and SRCC is employed to assess prediction monotonicity [12].
A better objective VQA measure should have higher PLCC and
SRCC while lower RMS and MAE values. Table 3 summarizes
the evaluation results. It can be observed that state-of-the-art no-
reference approach does not provide adequate predictions of the
Psy-RD optimized videos. Several full-reference IQA models (S-
SIM, MSSSIM, SSIMplus, VIF, and VQM) performs reasonably
and almost equally well, although their computational cost is dras-
tically different, ranked from SSIMplus, SSIM, MSSSIM, VIF to
VQM, from the lowest to the highest. The scenario can also be
observed from the scatter plots of the VQA algorithms in Fig. 4.
Nevertheless, the good overall correlations between the subjec-
tive scores and model predictions do not necessarily mean that
the objective models can well predict the exact impact of Psy-RD
optimization on individual videos, for which deeper investigations
are desirable.



To determine whether an objective VQA model can be used
to automate the decision process that whether Psy-RD should be
turned on in video coding, we further performed a false alarm
test. Specifically, we compute the probability that each objective
VQA model is not consistent with MOS in the direction of quali-
ty variation caused by Psy-RD optimization. Table 4 summarizes
the evaluation results, which are somewhat disappointing because
state-of-the-art VQA models do not seem to provide adequate pre-
dictions on the directions of quality variations caused by Psy-RD.
Even the model with the best performance has an average false
alarm rate higher than 0.3, which suggests a more accurate VQA
model should be developed to evaluate the performance of Psy-
RD optimization.

TABLE 3: Performance of objective VQA models

VQA model SRCC
Computation Time

(normalized based on PSNR)
PSNR 0.8468 1

VSNR [13] 0.2245 13.80
WSNR [14] 0.8502 16.39
SSIM [15] 0.8975 3.64

MSSSIM [16] 0.8859 18.36
SSIMplus [17] 0.9168 1.78

VIF [18] 0.9066 438.32
STMAD [19] 0.8133 673.67

VQM [20] 0.9079 43.26
BRISQUE [21] 0.3199 38.42

TABLE 4: False alarm rates of objective metrics on the perfor-
mance improvement/degradation

VQA model
Psy-RD strength

0.6 1.0 2.0
PSNR 0.4833 0.4000 0.3333

VSNR[13] 0.4833 0.3833 0.4667
WSNR[14] 0.4833 0.4000 0.3333
SSIM[15] 0.4666 0.4167 0.3167

MSSSIM[16] 0.4666 0.4000 0.3167
SSIMplus[17] 0.4666 0.4000 0.3333

VIF[18] 0.4167 0.3834 0.2833
STMAD[19] 0.4333 0.3667 0.3333

VQM[20] 0.4667 0.4167 0.3333
BRISQUE[21] 0.5000 0.5833 0.6334

Conclusion and Future Work
We make one of the first attempts dedicated to investigating

the perceptual effect of Psy-RD optimization in video coding. A
database of Psy-RD optimized videos was created, followed by
subjective experiment and data analysis. Our results are some-
what surprising, suggesting that Psy-RD optimization on average
not only increases the consumption of bitrate and the computa-
tional resources, but also degrades the perceptual quality of en-
coded videos. Several objective VQA measures provide reason-
able overall quality predictions, but may not precisely predict the

effect of Psy-RD option on the perceived quality of individual
videos. Our current study, though overall negative, does not nec-
essarily lead to the conclusion that Psy-RD types of optimization
are meaningless for perceptual video coding, but rather suggest-
s that deeper investigations on both objective video quality as-
sessment and perceptually inspired video coding are desirable to
achieve consistent perceptual coding gain in real-world applica-
tions.
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Figure 4. MOS versus predicted video quality by different objective models.
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