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Abstract—Contrast distortion is often a determining factor in
human perception of image quality, but little investigation has
been dedicated to quality assessment of contrast-distorted images
without assuming the availability of a perfect-quality reference
image. In this letter, we propose a simple but effective method
for no-reference quality assessment of contrast distorted images
based on the principle of natural scene statistics (NSS). A large
scale image database is employed to build NSS models based on
moment and entropy features. The quality of a contrast-distorted
image is then evaluated based on its unnaturalness characterized
by the degree of deviation from the NSS models. Support vector
regression (SVR) is employed to predict human mean opinion
score (MOS) from multiple NSS features as the input. Experi-
ments based on three publicly available databases demonstrate
the promising performance of the proposed method.

Index Terms—Contrast distortion, image quality assessment,
natural scene statistics, no-reference image quality assessment,
support vector regression.

I. INTRODUCTION

I MAGEQUALITY ASSESSMENT (IQA) is a fundamental
and challenging problem in the field of image processing.

Since the Human Visual System (HVS) is the ultimate receiver
and interpreter of the visual content, subjective assessment
represents the most reliable quality evaluation method. How-
ever, subjective evaluation is time-consuming and expensive,
making it difficult to be adopted in practical applications,
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especially when real-time computation is desired. To overcome
these limitations, many objective IQA metrics have been pro-
posed during the past decades [1] to predict human perception
of image quality. These objective IQA measures are advanta-
geous in terms of repeatability and scalability compared with
subjective evaluations [1], [2].
Existing IQA metrics can be classified into three categories

based on the availability of the original (reference) image, which
is considered to be distorted-free or perfect-quality. Full-ref-
erence (FR) metrics require complete access to the reference
image [3], [4]; reduced-reference (RR) metrics require only par-
tial information of the reference image [5], [6]; and no-reference
(NR) metrics do not require any information of the reference
image [7], [8]. In many practical applications, information re-
garding the reference is not available, and thus NR metrics are
highly desirable.
Currently, most existing NR-IQAmetrics focus on the quality

evaluation of compression, noise or blurring distortions of im-
ages [1]. Little investigation is dedicated to the area of NR-IQA
for contrast distortion, which is often a determining factor in
human perception of image quality. It is worth noting that con-
trast distortion is often introduced during the image acquisi-
tion process. The limitation of the acquisition device or poor
lighting condition would cause the loss of contrast and visible
details in images [9]. In these scenarios, the acquired image
is the original source and there is no perfect-quality reference.
Another highly relevant application is image contrast enhance-
ment operations which attempt to improve the visibility of struc-
tural details [9]. Nevertheless, how to objectively measure the
contrast distortion of images remains an unresolved problem,
without which, image contrast enhancement remains ad-hoc,
without a clear goal for optimization. In the literature, there
are NR metrics designed for general-purpose usages. For ex-
ample, the authors of [25] and [21] built statistical models of
mean subtracted contrast normalized (MSCN) coefficients and
spatial relationship between neighboring pixels. The resulting
quality models work quite well for noise, blur, and compression
distortions, but unfortunately, their performance degrades sig-
nificantly on contrast distorted images, as will be shown later in
this letter. There are several recent studies focusing on contrast
distorted images [16], [23], [24], among which the reduced-ref-
erence quality metric for contrast-distorted images (RIQMC)
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proposed in [16] achieved impressive performance, but unlike
our method to be discussed later, this method relies on partial
access to the reference image and is not based on natural image
statistical models.
In this study, we aim to develop a no-reference quality metric

for contrast-distorted images (NR-CDIQA) based on natural
scene statistics (NSS) [14], [20]. It is widely accepted that nat-
ural images have strong statistical regularities across different
visual content and NSS models have been designed to capture
those statistical properties [14], [20]. Our method is based
on the hypothesis that contrast distortion would temper the
statistical regularities of natural images, leading to unnatural
appearance that degrades perceived image quality.
The moment features of images have been widely used and

proved promising in many studies related to image contrast [10],
[11], [12], [13]. It is demonstrated that the first raw moment
(mean) of image intensity can be used to represent the overall
brightness of images [10]. Recently, the second central moment
(variance) of image intensity was used to calculate the expected
context-free contrast for optimal contrast-tone mapping [11].
The connections between human perception of image surface
and higher central moments (skewness and kurtosis) have also
been demonstrated in previous studies [12], [13]. Inspired by the
wide use of moment features in image contrast research [10],
[11], [12], [13] and the entropy in image processing applica-
tions, we extract moment and entropy features from images, and
build NSS models upon them using a large-scale image data-
base. The distortion of each contrast-distorted image is mea-
sured by its likelihood of naturalness based on the NSS models.
Support Vector Regression (SVR) is adopted to map the like-
lihood feature to perceived quality. Experimental results and
comparisons with state-of-the-art FR-IQA and RR-IQA met-
rics demonstrate the promising performance of the proposed
method.

II. PROPOSED METHOD

Presumably an image with good quality should look natural,
but quantifying the naturalness of an image is not a trivial
problem. In the literature, there have been many studies on the
statistics of natural images and their relationship with visual
perception and image quality [14], [20]. Nevertheless, the
current results are still distance away from a comprehensive
statistical model of natural images. In this study, since our
major focus is on contrast distortion only, we are not attempting
to develop a generic NSS model for images. Instead, we focus
on those features that are most likely affected by contrast
distortion, and build our NSS models based on these features.
In particular, we carry out statistics on moment and entropy
features of image intensities using the SUN2012 database [15],
which includes 16873 images that cover a large variety of image
content. We then build NSS models based on these statistics,
and subsequently combine these models using a learning based
feature fusion method, leading to an NR-IQA algorithm that
predicts perceived quality of contrast-distorted images.

A. Feature Extraction and NSS Models

Let denotes the sample mean operator. The sample mean
, standard deviation , skewness and kurtosis

of image intensity are computed as:

(1)

(2)

(3)

and

(4)

The entropy of the image can be estimated as:

(5)

where denotes the frequency of intensity value occurs in
. All these features are extracted based on image intensity dis-
tributions, which do not directly reflect the regularities of struc-
tural details in natural images, and thus are not sufficient to es-
tablish a generic NSS model. However, since our focus is on
contrast distortion, which will certainly affect image intensity
distributions, NSS models built upon these features would be
useful to capture changes in the naturalness of images under-
going contrast distortions.
We compute the sample mean, standard deviation, skewness,

kurtosis and entropy of all images from SUN2012 database [15].
The histograms of these features are shown in Fig. 1. Since the
database includes a large number of images of substantially dif-
ferent visual content, the histograms roughly reflect the distri-
bution of these features in natural images.
For themean, standard deviation, and skewness features, their

histograms, as given in Fig. 1(a)–1(c), respectively, can be well
fitted by Gaussian probability density functions given by

(6)

(7)

and

(8)

where , , and stand for the likelihood of an image being
natural given its mean , standard deviation and skewness
, respectively. The fitting parameters are found to be

, , , ,
, and , respectively. The fitting curves of mean,

standard deviation and skewness are also shown in Figs. 1(a),
1(b) and 1(c), respectively.
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Fig. 1. Histograms and the corresponding fitting curves of different features based on images in SUN2012 database [15] (a) Mean (b) Standard Deviation (c) Skew-
ness (d) Kurtosis (e) Entropy.

The histogram of the kurtosis feature in Fig. 1(d) is found to
be well fitted by an inverse Gaussian probability density func-
tion given by

(9)

where denotes the likelihood of an image being natural given
its kurtosis value . and are fitting parameters and are
found to be and , respectively. The
fitting curve of kurtosis is also drawn in Fig. 1(d).
We also found that the histogram of the entropy feature in

Fig. 1(e) can be well fitted by an extreme value probability den-
sity function given by

(10)

where indicates the likelihood of an image being natural
given its entropy value . and are fitting parameters and
are found to be and , respectively. The
fitting curve of entropy is also plotted in Fig. 1(e).

B. Quality Prediction Model

For any given image, the set of five likelihood features
is calculated based on NSS models of

mean, standard deviation, skewness, kurtosis and entropy. The
quality of the image is predicted based on this feature set. This
is a regression problem and we adopt SVR to find the mapping
function between the feature set and perceptual quality score.
Assume that is the feature vector of the th image in the

training image set and is its corresponding desired output
(which is the mean opinion score obtained in subjective exper-
iment). We aim to find a function that predicts

with an acceptable margin of . The function to be determined
is as follows:

(11)

where is a kernel function of the feature vector and the
default setting of Radial Basis Function in [22] is adopted; is
a weighting vector and is the bias term.
In the training stage, the training set is given by for

, for which more details are given in Section III.
The SVR system is employed to estimate , and in (11). In
the test stage, the test feature vector of the th test image is
the input to the system which creates the objective score .

III. EXPERIMENTAL EVALUATION

We use three databases to validate the performance of the pro-
posed NR-CDIQA metric: CID2013 [16], TID2013 [17], and
CSIQ [18]. CID2013 is built as a benchmark specifically for
contrast distortion and includes 15 reference and 400 distorted
images in total [16]. Twenty-two subjects were involved in the
subjective test to provide a quality score with scale from 1 to 5
for each contrast-distorted image, and the mean opinion score
(MOS) of each image is computed. TID2013 contains 25 ref-
erence images and 1700 distorted versions with different types
of distortions [17], among which the MOS scores in the scale
of 0 to 9 of 200 contrast-distorted images are employed for per-
formance evaluation. CSIQ was built from 30 reference images
with different types of distortions. It contains 5000 subjective
ratings from 35 subjects. The subjective results are reported in
the form of Difference of MOS (DMOS) between the reference
and distorted images. The 116 contrast-distorted images from
CSIQ are selected in our study. The subjective tests on all three
databases were conducted following the recommendations of
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Fig. 2. Visual samples of contrast-distorted images. First column: the reference images; all other columns: contrast-distorted images. Top row: images from
CID2013 database [16]; middle row: images from CSIQ database [18]; bottom row: images from TID2013 database [17].

TABLE I
PERFORMANCE EVALUATION BASED ON THREE IMAGE DATABASES

ITU-R BT 500-12 [26]. The MOS scores were computed after
the subjective experiments by taking the mean of subjective
opinion scores. The DMOS scores in CSIQ were obtained by
calculating the differences ofMOS scores between the reference
and distorted images. Some visual samples of contrast-distroted
images in these databases are shown in Fig. 2.
To the best of our knowledge, there is no other NR measure

that has been developed specifically for contrast distortion. We
compare the performance of the proposed method with existing
image quality metrics including PSNR, SSIM [3], MAD [19],
RIQMC [16] and NIQE [21], among which, PSNR, SSIM and
MAD are widely used FR quality metrics; RIQMC is a recent
RR metric designed specifically for contrast-distorted images;
NIQE is a NR quality metric for general-purpose quality
assessment. Three commonly used performance metrics are
employed to compare the subjective and objective quality eval-
uation results: Pearson Linear Correlation Coefficient (PLCC),
Spearman Rank-Order Correlation Coefficient (SRCC) and
Root Mean-Square Error (RMSE). A good objective quality is
expected to achieve high values in PLCC and SRCC, while low
values in RMSE.
We divide each image database into 10 subsets and use

ten-fold leave-one-out cross-validation to test the proposed
metric. Specifically, at each time, nine of the subsets are used
for training and the remaining one for testing. The procedure
repeats 10 times, each with a different testing set. The average
results of the ten-fold evaluation for each database are shown
in Table I, and the average performance over three databases is
summarized in Table II. For CID2013, a dedicated database for
contrast distortion, the proposed method achieves significantly
better performance than popular FR methods and is comparable

TABLE II
AVERAGE PERFORMANCE OVER THREE DATABASES

to RIQMC, an RR method specifically designed for contrast
distortion [16]. The results of the proposed method on con-
trast-distorted images in TID2013 and CSIQ databases are also
promising when compared against FR and NR metrics, given
the fact that no information about the reference image is avail-
able to the proposed method. Note that although state-of-the-art
NR metric NIQE performs quite well in other tests [21], it has
major difficulty on contrast-distorted images.

IV. CONCLUSION

We propose an NR quality metric for contrast-distorted im-
ages based on NSS models built upon moment and entropy
features. Promising quality prediction performance is achieved
based on our test on three public databases. Our results sug-
gest that NSS models are promising at handling contrast-dis-
torted images. On the other hand, NSS modeling is a highly
challenging problem by itself that needs future research to re-
solve. The current research is limited at capturing some specific
aspects of NSS modeling that are likely to be relevant to the per-
ceptual quality of contrast-distorted images. Future work will be
focused on better NSS models and the extension of the applica-
tion scope of the general approach to other types of distortion.
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