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Abstract—Contrast is a fundamental attribute of images that
plays an important role in human visual perception of image
quality. With numerous approaches proposed to enhance image
contrast, much less work has been dedicated to automatic quality
assessment of contrast changed images. Existing approaches rely
on global statistics to estimate contrast quality. Here we propose a
novel local patch-based objective quality assessment method using
an adaptive representation of local patch structure, which allows
us to decompose any image patch into its mean intensity, signal
strength and signal structure components and then evaluate their
perceptual distortions in different ways. A unique feature that
differentiates the proposed method from previous contrast quality
models is the capability to produce a local contrast quality map,
which predicts local quality variations over space and may be
employed to guide contrast enhancement algorithms. Validations
based on four publicly available databases show that the proposed
patch-based contrast quality index (PCQI) method provides accu-
rate predictions on the human perception of contrast variations.

Index Terms—Contrast change, image quality assessment, patch
representation, structural information.

I. INTRODUCTION

C ONTRAST is a fundamental perceptual attribute of
images that makes the representation of objects distin-

guishable [1]. In many applications, contrast is a determining
factor in human perception of image quality. During image
acquisition, the limitations of acquisition devices, together
with imperfect lighting conditions, may result in low contrast
images. This has inspired numerous contrast enhancement
techniques [2]. However, such enhancement methods are often
demonstrated and compared qualitatively by specific examples,
without quantitative evaluations by trusted image quality as-
sessment (IQA) models. Therefore, objective IQA models that
can predict the perceptual quality of contrast changed images
is desirable, which also provide essential guidance in devising
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and optimizing advanced contrast enhancement algorithms.
However, this is a non-trivial problem that has not been well
resolved. Traditional full-reference (FR) IQA often makes a
strong assumption that the reference image has perfect quality,
which does not hold in IQA of contrast changed images, where
the processed images may have even better perceptual appear-
ance. Most existing methods judge the contrast quality from
global statistics such as the entropy, sample mean and standard
deviation of pixel intensities [3]–[5]. In [3], a no-reference
(NR) IQA method for contrast enhancement was proposed
based on the principle of natural scene statistics (NSS). In
[4], a reduced-reference (RR) method was proposed based on
moment statistics. In [5], the contrast quality is determined by
the histogram flatness and spread.
In this work, instead of relying on global statistics, we

propose a patch-based approach. Specifically, we represent any
image patch in a unique and adaptive way as three conceptually
independent components: mean intensity, signal strength and
signal structure. The motivation behind this decomposition
is that even though the original image may not have perfect
contrast, it is considered the faithful source that contains the
structural information, and thus it is desirable to separate struc-
ture representation from mean intensity and signal strength, so
that their distortions can be measured separately. The proposed
method not only predicts the overall contrast quality of the
test image, but also produces a quality map that indicates local
quality variations over space.

II. IQA OF CONTRAST CHANGED IMAGES

Given a local image patch that is represented
as an -dimensional vector, we decompose it by

(1)

where denotes the norm of a vector and is the mean
intensity of the local patch. is now represented as a linear
combination of two unit-length vectors,

(2)

each associated with a coefficient

(3)

Here denotes a column vector with all entries equaling 1.
Since is fixed, each source patch can be uniquely repre-
sented by three components , and the unit-length vector
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Fig. 1. Example of contrast stretched/compressed images along the direction
of the structure vector .

, which represent the mean intensity, signal strength and
signal structure, respectively. Such a representation or decom-
position is adaptive, where the basis points to a specific
direction in the signal space and is adapted to the input signal.
This representation also gives us a new coordinate system in
the image patch space, where any new patch can be written as

(4)
where

(5)

and is the residual signal perpendicular to both and .
Now assume and are a pair of co-located patches in the

original image and test image , respectively. Based on the
philosophy that the human visual perception is highly adapted
for extracting structural information from a natural scene [6],
the contrast change is characterized by the scaling of the signal
strength along the direction of . Specifically, we define

(6)

where the nonlinear function is introduced to con-
trol the saturation of the contrast change, so that is
bounded between 0 and 2.
In comparison with the reference image, a better contrast

image results in a score larger than unity. Fig. 1 shows ex-
amples of signal contrast changed images, where the images
are created by stretching or compressing along direction
while maintaining and . It is easy to observe
that by strengthening , better contrast images are obtained,
corresponding to quality scores greater than unity. By contrast,
shrinking lowers the contrast and subsequently degrades the
image quality.
The present framework implies that when the residual vector

, there is no structural distortions. In other words, the
structural distortion is determined by the relative strength of ,
especially how it leads the test signal structure to depart from
. To capture this, we define

(7)

where denotes the angle between two vectors.
As such, the difference between and are quantified by the

variations on signal strength and signal structure, which are in
accordance with the philosophy of the signal decomposition in
(1).
To compare themean intensity, we apply an exponential func-

tion based on the absolute difference between and ,

(8)

Fig. 2. Contrast enhanced image, and its corresponding PCQI and binary
degradation maps. (a) Original image. (b) Contrast enhanced image. (c) PCQI
map (brighter indicates higher PCQI value). (d) Local binary quality degrada-
tion map (black indicates ).

Fig. 3. Contrast enhanced image, and its corresponding PCQI and binary
degradation maps. (a) Original image. (b) Contrast enhanced image. (c) PCQI
map (brighter indicates higher PCQI value). (d) Local binary quality degrada-
tion map (black indicates ).

where is the dynamic range of the pixel values (255 for 8-bit
images).
Finally, the three comparisons as defined in (6), (7) and (8)

are combined together, resulting in a patch-based contrast image
quality index denoted by PCQI,

(9)

One significant advantage of PCQI is that when it is applied to
local patches across the image, a spatially varying quality map
is created, which delivers useful information about the local
quality variations across space. Figs. 2 and 3 demonstrate two
examples of contrast enhanced images together with their cor-
responding PCQI maps (where brighter indicates better quality)
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TABLE I
SRCC AND PLCC PERFORMANCE EVALUATION BASED ON FOUR IMAGE DATABASES

and binary maps that indicate the spatial locations where the
quality is degraded ( ) rather than enhanced. In
general the enhanced image in Fig. 2(b) is perceptually more
appealing than the original image in Fig. 2(a), but scrupulous
observers may find that certain parts of the image are overen-
hanced (for example the brightest regions of the lighthouse),
leading to loss of structural details. It can be seen that the PCQI
map in Fig. 2(c) successfully captures such quality degrada-
tions. In Fig. 3(b), many fine details in the image are strongly
enhanced, but meanwhile some artificial artifacts are created,
especially near the edges of the objects. Again, the PCQI map
in Fig. 3(c) successfully detects those problematic regions.
These examples demonstrate the potentials of using PCQI map
to guide the design and optimization of image enhancement
algorithms.
The local PCQI for each patch is averaged to provide a single

score of the entire image,

(10)

where is the total number of patches. It is worth noting
that when , PCQI is exactly unity. On the other hand,

does not imply . One possible sce-
nario is that the contrast is enhanced while certain structural or
mean intensity distortion is also introduced. In such cases, the
PCQI value represents a compromise between contrast enhance-
ment and structure/mean intensity distortions.
The general philosophy of PCQI is similar to the structural

similarity index (SSIM) [6]. The differences are manifold. First,
the proposed patch-based representation explicitly constructs a
locally-adaptive coordinate system that allows for decomposing
any new signal into three physically meaningful components;
Second, unlike SSIM, the strength of the components is ob-
tained by projection in the new coordinate system; Third, unlike
the contrast evaluation component in SSIM, the value could
be larger than 1 when the signal strength is enhanced.

III. VALIDATION

To validate the performance of the proposed algorithm, four
datasets that contain contrast changed images are employed, in-
cluding CID2013 [4], TID2008 [7], TID2013 [8], and CSIQ [9].
CID2013 is specifically designed for evaluating the quality of

contrast changed images, and contains 15 reference and 400
distorted images in total. TID 2008 contains 1700 test images
(25 reference images, and 17 types of distortions at 4 different
levels), among which 200 images are directly related to con-
trast distortions (mean shift and contrast change). TID2013 in-
troduces five distortion levels and 250 images are included for
testing. CSIQ contains various distortion types, among which
there are 116 global contrast changed images.
We compare the proposed method with both classical and

state-of-the-art FR quality assessment algorithms, including
PSNR, SSIM [6], MS-SSIM [10], IW-SSIM [11], GSIM [12],
FSIM [13], GMSD [14], VSI [15] and VIF [16]. Moreover, the
NR (NR-CDIQA [3]) and RR (RIQMC [4]) methods that are
specifically designed for contrast changed images are included
as well. Spearman rank-order correlation coefficient (SRCC)
and Pearson linear correlation coefficient (PLCC) results are
reported. PLCC evaluates prediction accuracy with a nonlinear
mapping between the subjective and objective scores. SRCC
is a nonparametric rank-order based correlation metric that is
independent of any monotonic score mapping. It is employed
to assess prediction monotonicity. A better objective quality is
expected to achieve higher values in PLCC and SRCC.
The test results of the four databases are shown in Table I,

where the proposed PCQI method clearly outperforms state-
of-the-art quality assessment algorithms on TID2008, TID2013
and CID2013 databases, and is among the best for CSIQ data-
base. The average performance over four databases weighted in
terms of the number of test images is summarized at the right-
most of Table I, which demonstrates the superior performance
of the proposed PCQI method.
Furthermore, we carried out a statistical significant analysis

based on a variance-based hypothesis testing following the
approach in [17], where the residual difference between the
DMOS and the predicted score from the objective IQA algo-
rithm is assumed to follow the Gaussian distribution, and thus
F-statistic is employed to compare the variances of two sets
of sample points. The statistical significance matrix is given
in Table II, in which each entry consists of four characters
corresponding to the test databases in the order of TID2008,
TID2013, CID2013, and CSIQ, respectively. A symbol “-”
denotes that the row and column IQA models are statistically
indistinguishable, “1” denotes that the IQA method of the row
is statistically better than that of the column, and “0” denotes
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TABLE II
STATISTICAL SIGNIFICANCE MATRIX BASED ON IQA-DMOS RESIDUALS

TABLE III
RUNNING TIME OF DIFFERENT IQA METHODS

that the IQAmethod of the column is better than that of the row.
It can be observed that the PCQI model is statistically superior
to state-of-the-art FR IQA algorithms and other contrast quality
models in most cases.
Table III shows the running time of different IQA methods.

Specifically, we run ten IQA methods on the TID 2008 data-
base. All algorithms are run on a computer with Intel Core
i7-4770 CPU@3.4 GHz and 8G RAM. The software platform
used to run all algorithms is MATLABR2014. The average run-
ning time is computed. It can be observed that the computa-
tional complexity of the proposed method is among the lowest
in state-of-the-art IQA algorithms.

IV. CONCLUSION
We develop an objective model to assess the quality of

contrast changed images by introducing a novel adaptive patch
representation method. Experimental results show that the
proposed PCQI method is well correlated with subjective eval-
uations of image quality, suggesting that the proposed model is
promising at handling contrast changed images. The PCQI map
produced by the proposed method also indicates local quality
variations, which are useful in guiding the future design of
advanced image enhancement algorithms.
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