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Abstract�We propose a deep bilinear model for blind image
quality assessment (BIQA) that works for both synthetically and
authentically distorted images. Our model constitutes two streams
of deep convolutional neural networks (CNN), specializing in the
two distortion scenarios separately. For synthetic distortions, we
�rst pre-train a CNN to classify the distortion type and level of
an input image, whose ground truth label is readily available at
a large scale. For authentic distortions, we make use of a pre-
train CNN (VGG-16) for the image classi�cation task. The two
feature sets are bilinearly pooled into one representation for a
�nal quality prediction. We �ne-tune the whole network on target
databases using a variant of stochastic gradient descent. Exten-
sive experimental results show that the proposed model achieves
state-of-the-art performance on both synthetic and authentic
IQA databases. Furthermore, we verify the generalizability of
our method on the large-scale Waterloo Exploration Database,
and demonstrate its competitiveness using the group maximum
differentiation competition methodology.

Index Terms�Blind image quality assessment, convolutional
neural networks, bilinear pooling, gMAD competition, perceptual
image processing.

I. I NTRODUCTION

NOWADAYS, digital images are captured by various sta-
tionary and mobile cameras, compressed by traditional

and novel techniques [1], [2], transmitted through diverse
communication channels [3], and stored in a variety of storage
devices. Each stage in the image acquisition, processing,
transmission and storage pipeline could introduce unexpected
distortions, and cause perceptual information loss and qual-
ity degradation. Image quality assessment (IQA), therefore,
becomes increasingly important in monitoring the quality of
images and assuring the reliability of image processing sys-
tems. Since the human visual system is the ultimate judge of
perceptual image quality, subjective IQA is most reliable, but
is also time-consuming and expensive. Hence, it is essential to
design accurate and ef�cient objective IQA algorithms to push
IQA from laboratory research to real-world applications [4].
Objective IQA is traditionally classi�ed into three categories
depending on the availability of reference information: full-
reference IQA (FR-IQA), reduced-reference IQA (RR-IQA),
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and no-reference or blind IQA (BIQA) [5]. Because no ref-
erence information is available (or may not even exist) in
many realistic situations, BIQA attracts a signi�cant amount
of research interests in recent years [6].

Traditional BIQA models commonly adopt low-level fea-
tures either hand-crafted [7] or learned [8] to characterize
the level of deviations from statistical regularities of nat-
ural scenes, based on which a quality prediction function
is learned [9]. Until recently, there has been limited effort
towards end-to-end optimized BIQA using deep convolutional
neural networks (CNN) [10], [11], primarily due to the lack of
suf�cient ground truth labels such as the mean opinion scores
(MOS) for training. A na¤�ve solution is to directly �ne-tune a
CNN pre-trained on ImageNet [12] for quality prediction [13].
The resulting CNN-based quality model achieves reasonable
performance on the LIVE Challenge Database [14] (authenti-
cally distorted), but does not deliver standout performance on
legacy IQA databases such as LIVE [15] and TID2013 [16]
(synthetically distorted). Another commonly adopted strategy
is patch-based training, where the quality score of a patch
is either inherited from that of the corresponding image [10]
or approximated by FR-IQA models [17]. This strategy is
very effective at learning CNN models for synthetic distor-
tions, but fails to handle authentic distortions due to the
non-homogeneity of distortions and the absence of reference
images for patch quality annotation. Other methods [11], [18]
take advantage of the known synthetic degradation processes
(e.g., distortion types) to �nd reasonable initializations of CNN
models for quality prediction, which however are not directly
applicable to authentic distortions.

In this work, we aim for an end-to-end solution to BIQA
of both synthetically and authentically distorted images. We
�rst learn feature representations that are matched with the
two degradation scenarios separately. For synthetic distortions,
inspired by previous works [11], [18], [20], we construct a
large-scale pre-training set based on the Waterloo Exploration
Database [19] and PASCAL VOC 2012 [21], where the images
are synthesized with nine distortion types and two to �ve dis-
tortion levels. Instead of rating each distorted image in the pre-
training set, we take advantage of the known distortion type
and level information and pre-train a CNN through a multi-
class classi�cation task. For authentic distortions, it is dif�cult
to simulate the degradation processes due to their complexi-
ties [22]. Here, we opt to use another CNN model (VGG-
16 [23] to be exact) that is pre-trained on ImageNet [12],
containing many realistic natural images of different quality,
and is therefore better matched to the rich content and distor-
tion variations in authentically distorted images. We model
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Fig. 1. Sample distorted images synthesized from a reference image in the Waterloo Exploration Database [19]. (a) Gaussian blur. (b) White Gaussian noise.
(c) JPEG compression. (d) JPEG2000 compression. (e) Pink noise. (f) Contrast stretching. (g) Image color quantization with dithering. (h) Over-exposure. (i)
Under-exposure.

synthetic and authentic distortions as two-factor variations,
and bilinearly pool the two pre-trained feature sets into a
uni�ed representation, resulting in a deep bilinear CNN (DB-
CNN) [24] for quality prediction. The proposed DB-CNN is
�ne-tuned on target databases with a variant of the stochastic
gradient descent method. Extensive experimental results on
four IQA databases demonstrate the effectiveness of DB-
CNN for both synthetic and authentic distortions. Furthermore,
through the group MAximum Differentiation (gMAD) compe-
tition [25], we observe that DB-CNN is more robust than the
most recent CNN-based BIQA models [11], [26].

The remainder of this paper is organized in the following
manner. Section II reviews CNN-based models for BIQA
with emphasis on their limitations. Section III details the
construction of the proposed DB-CNN model. We present
extensive comparison and ablation experiments in Section IV.
Section V concludes the paper.

II. RELATED WORK

In this section, we provide a review of recent CNN-based
BIQA models. For a more detailed treatment of BIQA, readers
can refer to [6], [9], [27], [28].

Tang et al. [29] pre-trained a deep belief network with a
radial basis function and �ne-tuned it to predict image quality.

Biancoet al. [30] investigated various design choices of CNN
for BIQA. They �rst adopted CNN features pre-trained on the
image classi�cation task as inputs to learn a quality evaluator
using support vector regression (SVR). They then �ne-tuned
the pre-trained features in a multi-class classi�cation setting
by quantizing MOSs into �ve categories, and fed the �ne-
tuned features to SVR. Nevertheless, their proposal is not
end-to-end optimized and involves heavy manual parameter
adjustments [30]. Kanget al. [10] trained a CNN using
a large number of spatially normalized image patches and
computed the quality score of an input image by averaging the
predicted scores of all image patches cropped from it. They
then simultaneously estimated image quality and distortion
type via a traditional multi-task CNN [18]. While the quality
scores of patches are directly inherited from the corresponding
image, it may be problematic since local perceptual quality
is not always consistent with global quality due to the high
non-stationarity of image content across spatial locations and
the intricate interactions between content and distortions [11],
[13]. Taking this problem into consideration, Bosseet al. [26]
trained CNN models using two different strategies: 1) directly
averaging features from multiple patches and 2) weighted
averaging quality scores of patches weighted by their relative






















