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Asymmetrically Compressed Stereoscopic
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Abstract— Objective quality assessment of stereoscopic
3D video is challenging but highly desirable, especially in the
application of stereoscopic video compression and transmission,
where useful quality models are missing, that can guide the
critical decision making steps in the selection of mixed-resolution
coding, asymmetric quantization, and pre- and post-processing
schemes. Here we first carry out subjective quality assessment
experiments on two databases that contain various asymmetri-
cally compressed stereoscopic 3D videos obtained from mixed-
resolution coding, asymmetric transform-domain quantization
coding, their combinations, and the multiple choices of post-
processing techniques. We compare these asymmetric stereo-
scopic video coding schemes with symmetric coding methods
and verify their potential coding gains. We observe a strong
systematic bias when using direct averaging of 2D video quality
of both views to predict 3D video quality. We then apply a
binocular rivalry inspired model to account for the prediction
bias, leading to a significantly improved full reference quality
prediction model of stereoscopic videos. The model allows us to
quantitatively predict the coding gain of different variations of
asymmetric video compression, and provides new insight on the
development of high efficiency 3D video coding schemes.

Index Terms—Video quality assessment, stereoscopic video,
3D video, asymmetric compression, mixed-distortion.

I. INTRODUCTION

ITH the fast development of 3D acquisition, communi-
Wcation, processing and display technologies, automatic
quality assessment of 3D images and videos has become
ever important. Objective quality assessment of stereoscopic
images/videos is a challenging problem [1], especially when
the distortions are asymmetric, i.e., when there are significant
variations between the types and/or degrees of distortions
occurred in the left- and right-views. Recent subjective studies
suggested that in the case of symmetric distortions of both
views (in terms of both distortion types and levels), simply
averaging state-of-the-art 2D image quality assessment (IQA)
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or video quality assessment (VQA) measures of both views
is sufficient to provide reasonably accurate quality predictions
of stereoscopic images [2]-[5] and stereoscopic videos [6].
In particular, in [2], it was shown that averaging peak-signal-
to-noise ratio (PSNR), structural similarity (SSIM) [7], multi-
scale SSIM (MS-SSIM) [8], universal quality index (UQI) [9],
and visual information fidelity (VIF) [10] measurements of
left- and right-views performs equally well or better than the
advanced 3D-IQA or 3D-VQA models [11]-[19] on LIVE
3D Image Database Phase I [2]. Similar results were also
observed in [3], where averaging SSIM and MS-SSIM mea-
surements of both views outperformed advanced 3D-IQA
models [11], [12], [15], [18]-[20] on LIVE 3D Image Data-
base Phase II [21]. Compared with the case of symmetric
distortions, quality assessment of asymmetrically distorted
stereoscopic images is much more challenging. In [3] and [22],
it was reported that there is a large drop in the performance of
both 2D-IQA and 3D-IQA models from quality predictions of
symmetrically to asymmetrically distorted stereoscopic images
on LIVE 3D Image Database Phase II and Waterloo-IVC
3D Image Database Phase I and Phase II. On the other hand,
our previous work [5] revealed a strong distortion type depen-
dent prediction bias when predicting quality of asymmetrically
distorted stereoscopic images from single-views.

Studying the impact of asymmetric distortions on the quality
of stereoscopic images not only has scientific values in
understanding the HVS, but is also desirable in the practice of
3D video compression and transmission. The distortions
involved in 3D video coding/communication are not only
compression artifacts. The practical encoder/decoder also
needs to decide on whether deblocking filters need to be
turned on, and whether mixed-resolution of the left/right-
views should be used. Mixed-resolution coding, asymmetric
transform-domain quantization coding, and postprocessing
techniques (deblocking or blurring) can be employed
individually or collectively. Previously, with regard to
transform-domain quantization coding, Saygili et al. found
that asymmetric coding can perform better than symmetric
coding when the lower quality view is encoded above a
threshold value [23]. The subjective studies in [24] showed
that stereoscopic asymmetry introduced by way of asymmetric
blurriness is preferred over asymmetric blockiness, which
is agreed by [25], where low-pass filtering shows no
negative effect on the perceived 3D quality, sharpness and
depth. In 1992, Perkins [26] introduced the idea of mixed-
resolution coding for stereoscopic video and implemented a
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TABLE I
SUMMARY OF EXISTING 3D VIDEO QUALITY DATABASES

Database # of subjects Protocol Display # of videos Resolutions Frame/Second Controlling Parameters

LIVE 3D Video Database [30] 27 DSCQS Active 54 720 x 480 25 H.264 compression

StSD 3D Video Database [31] 16 DSCQS Passive 116 1920 x 1080 30 H.264 & HEVC compressions

Tampere 3D Video Database [32] 30 ACR(11) Auto 60 1920 x 1080 30 Depth levels & H.264 compressions

MMSPG 3D Video Quality Assess- 17 SSCQS Passive 60 1920 x 1080 25 Different camera distances

ment Database [33]

NAMA3DS1-COSPADI [34] 29 ACR(5) Active 110 1920 x 1080 25 H.264 & JPEG2000 compressions

UBC Digital Multimedia Lab 3D 16 DSCQS Passive 64 1920 x 1080 24,30,48,60 HEVC compressions & Frame rates

Video Database [35], [36]

3DVCL@FER Video Database [37] 35 ACR(5) Active 184 1920 x 1080 25 H.264, JPEG2000 compressions, Geo-
metric distortion, Packet losses, Frame
rates & Frame-freeze

mixed-resolution coding scheme with a subsampling factor
of 4, which can reduce the bit rate by 46% and resulted
in little subjective degradation in picture quality and only
moderate degradation in perceive depth. Brust et al. conducted
subjective and objective tests on full and mixed-resolution
stereo video coding with a downsampling factor of 2 [27].
Experimental results showed that at low bit rates mixed-
resolution coded sequences have better perceptual qualities
and the optimal bit rate allocation strategy is 30% to 35% of
the total bit rate for the lower quality view. In [28], different
vertical and horizontal spatial low-pass filtering on the
right-view video were applied and subjective results showed
that the perceived spatial quality and sharpness have a strong
tendency towards the higher quality view and the perceived
depth was unaffected. Aflaki e al. investigated the extent of
downsampling ratios that can be applied to a low quality view
without a noticeable degradation on the 3D quality [29]. They
also compared the coding efficiency of symmetric quantization
coding, asymmetric quantization coding and mixed-resolution
coding and found that mixed-resolution coding can pronounce
a similar 3D quality to that of symmetric coding with a
significantly reduced computational complexity. Several obser-
vations in [22] provide useful implications on stereoscopic
image/video coding. Specially, for JPEG compression,
3D image quality is more affected by the poorer quality view;
while for blur, 3D image quality is more affected by the
better quality view. Such distortion type dependency is more
pronounced for strong asymmetric distortions. Moreover, for
mixed-distortion types, when one view is JPEG compressed
and the other is blurred, the JPEG compressed view dominates
quality judgement regardless of their distortion levels. These
observations suggest that simply coding one view at high
rate and the other at low rate may not be a wise choice. This
also suggests that a significant coding gain may be achieved
by mixed-resolution coding, followed by postprocessing
techniques. However, in the literature, systematic studies
on subjective and objective quality assessment of these
variations of asymmetric stereoscopic video coding are still
lacking, making it difficult to directly compare different
coding strategies, nor to derive 3D-VQA models to guide
asymmetrical 3D video coding.

In this work, we first carry out subjective quality assessment
experiments on two databases that contain various asymmet-
rically compressed stereoscopic 3D videos created by mixed-
resolution coding, asymmetric transform-domain quantization

coding, their combinations, and multiple choices of post-
processing techniques. We compare different variations of
asymmetric stereoscopic video coding schemes with symmet-
ric coding methods and verify their potential coding gains.
We also observe a strong systematic bias when using direct
averaging of 2D video quality of both views to predict
3D video quality. We then apply a binocular rivalry inspired
model to account for the prediction bias, leading to a signif-
icantly improved full reference quality prediction model for
stereoscopic videos. The model allows us to quantitatively pre-
dict the coding gain of different variations of asymmetric video
compression, and provides new insight on the development of
high efficiency 3D video coding schemes.

II. REVIEW OF PREVIOUS 3D-VQA STUDIES

To the best of our knowledge, there are currently 7 subject-
rated video databases that are commonly recognized in the
3D-VQA research community. Table I lists these databases
with detailed descriptions.

Existing objective 3D-VQA methods may be grouped into
two categories. The first type of approaches are built directly
upon successful 2D-IQA/VQA methods. In [38] and [39],
2D-IQA measures, including PSNR, SSIM, and video quality
metric (VQM) [40], were applied to the left- and right-view
images/videos of 3D videos separately and then combined to
a 3D quality score. Both experimental results showed that
VQM performs better than PSNR and SSIM. In [41], PSNR
and VSSIM [42], which is a version of SSIM adapted for
video, were compared to measure the perceptual 3D quality
and the VSSIM was found to be closer to the subjective
evaluation results. In [30], PSNR and MS-SSIM were applied
to estimate 3D image quality and overall 3D quality-
of-experience. The subjective testing results showed that
MS-SSIM slightly outperforms PSNR with respect to both
3D visual experience criteria.

The second type of 3D-VQA approaches focus on build-
ing 3D quality models directly without relying on existing
2D-IQA/VQA algorithms. Zhu and Wang [17] proposed a
3D-VQA model by considering depth perception and their
experimental results showed that it performs better than MSE
and PSNR. In [43] and [44], Jin et al. proposed a 3D-VQA
model based on 3D-DCT transform. Similar blocks from
left- and right-views are found by block-matching, grouped
into 3D stacks and then analyzed by 3D-DCT. The experimen-
tal results showed that the model outperforms PSNR, SSIM,
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Sample frames from the pristine videos used in the subjective study. Only the right-views are shown here. Phase I: (a) Balloons, (b) Book, (c) Kendo,

(d) Lovebird; Phase II: (e) Barrier, (f) Craft, (g) Laboratory, (h) Soccer, (i) Tree, (j) Dancer.

MS-SSIM, and UQI on Tampere 3D Video Database [32].
In [45], a SSIM-inspired 3D-VQA model using depth map
segmentation was proposed followed by an extensive sub-
jective test. The results indicated that the model can predict
perceived 3D video quality effectively. In [46], an objective
3D-VQA algorithm using blocking artifacts, blurring in edge
regions, and video quality difference between two views was
proposed. The subjective testing results showed that the model
outperforms SSIM and VQM. In [31], a binocular suppression
inspired StSD metric was proposed based on a comprehen-
sive subjective study. The results indicated that the StSD
model significantly outperforms SSIM and the aforementioned
3D-VQA models [43], [46] on StSD 3D Video Database [31].

III. SUBJECTIVE STUDY

A. WATERLOO-IVC 3D Video Quality Databases
Phase I and Phase 11

The new Waterloo-IVC 3D Video Quality Database
Phase I [6] is created from 4 pristine multi-view 3D videos,
i.e., Balloons, Book, Kendo, and Lovebird, which are
commonly used 3D HEVC testing sequences. The new
Waterloo-IVC 3D Video Quality Database Phase 1II is created
from 6 pristine stereoscopic 3D videos, i.e., Barrier, Craft,
Laboratory, Soccer, Tree, and Dancer, which were collected
from previous subjective 3D video quality studies [34], [47].
All source video sequences in Phase I and Phase II were
examined and selected by multiple members of the Lab for
Image and Vision Computing at University of Waterloo to
make sure that they have good 3D effects and do not cause
any obvious visual discomfort [48]-[51]. The details of the all
test videos are given in Table II. All videos are in YUV4:2:0
format. Sample frames for each test sequence are shown
in Fig. 1.

Waterloo-IVC 3D Video database Phase I include stereo-
scopic 3D videos obtained from symmetric and asymmetric
transform-domain quantization coding followed by different
levels of low-pass filtering. Each single-view video was
compressed using an HEVC encoder [52] by five levels
of transform-domain quantization with QP = {25, 35, 40,
45, 50} in low-delay main profile. The single-view videos
were employed to generate compressed stereoscopic videos,

TABLE 1T

TEST VIDEOS IN WATERLOO-IVC 3D VIDEO DATABASES
PHASE I AND PHASE I

Resolution Length Frames/Second Views
Book 1024768 6s 16.67 View 6 & View 8
Balloons 1024768 10s 30.00 View 1 & View 3
Kendo 1024 X768 10s 30.00 View 1 & View 3
Lovebird 1024 x 768 10s 30.00 View 4 & View 6
Barrier 1920x 1080 10s 30.00 N/A
Craft 1920 1080 10s 30.00 N/A
Laboratory 1920 1080 10s 30.00 N/A
Soccer 1920x 1080 10s 30.00 N/A
Tree 1920x 1080 10s 30.00 N/A
Dancer 1920 x 1088 10s 30.00 View 1 & View 5

either symmetrically or asymmetrically. There are 11 different
kinds of combinations as listed in Table III. The lower and
higher QP views are assigned to the left-view or the right-view
randomly. Moreover, for each QP combination, four levels of
Gaussian low-pass filtering with ¢ = {0,3.5,7.5, 11.5} are
applied to the higher QP (lower quality) views. Altogether,
there are totally 176 3D videos in the database.

Waterloo-IVC 3D Video database Phase II include vari-
ous stereoscopic 3D videos obtained from mixed-resolution
coding, asymmetric transform-domain quantization coding,
their combinations, and different levels of low-pass filtering.
Three choices of pre-processing, i.e., pre-downsampling by 2,
pre-downsampling by 4, and pre-processed Gaussian low-
pass filtering with ¢ = 2.5, are applied to each single-view
video. Then the single-view video was compressed using an
HEVC encoder [52] by different levels of transform-domain
quantization with QP = {25, 30, 35, 40, 45} in low-delay main
profile. The single-view videos were employed to generate
compressed stereoscopic videos after upsampling if needed,
either symmetrically or asymmetrically. Table III categorizes
all combinations into nine groups with detailed descriptions.
The lower- and higher-quality views are assigned to the left-
or right-view randomly. Moreover, for each combination, two
levels of Gaussian low-pass filtering with ¢ = {3.5, 5.5} are
applied to the lower-quality views. Altogether, there are totally
222 2D videos and 528 3D videos in the database.

There are two unique features of the new databases (includ-
ing both Phases I and II) when compared with existing
publicly known 3D-VQA databases. First, these are the only
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TABLE III
TEST VIDEOS IN WATERLOO-IVC 3D VIDEO DATABASES PHASE I AND PHASE I1

Waterloo-IVC 3D Video Database Phase I
Group # of Videos Description Combinations
3D.1.a 4 x4 Symmetrically compressed stereoscopic videos
3D.1.b 4 x4 Postprocessing P1: o = 3.5 (QP25,QP25), (QP35,QP35), (QP40,QP40) and
3D.1.c 4 x4 Postprocessing P3: 0 = 7.5 (QP50,QP50)
3D.1.d 4 x4 Postprocessing P4: 0 = 11.5
3D.2.a 4x7 Asymmetrically compressed stereoscopic videos
3D.2.b 4x7 Postprocessing P1: o = 3.5 (QP25,QP35), (QP25,QP40), (QP25,QP45), (QP25,QP50),
3D.2.c 4x7 Postprocessing P3: o = 7.5 (QP35,QP45), (QP35,QP50) and (QP40,QP50)
3D.2.d 4x7 Postprocessing P4: o = 11.5
Waterloo-IVC 3D Video Database Phase II
Group # of Videos Description Combinations
2D.1.a 6 x 4 Compressed single-view videos
2D.1.b 6 x4 Postprocessing P1: o = 3.5 QP30, QP35, QP40 and QP45
2D.1.c 6 x4 Postprocessing P2: 0 = 5.5
2D.2 6 x 4 Compressed single-view videos with pre-processing: S1 o = 2.5 S1-QP30, S1-QP35, S1-QP40 and S1-QP45
2D.3.a 6 x4 Compressed single-view videos with pre-downsampling by 2: D2
2D.3.b 6 x4 Postprocessing P1: o = 3.5 D2-QP25, D2-QP30, D2-QP35 and D2-QP40
2D.3.c 6 x 4 Postprocessing P2: 0 = 5.5
2D.4.a 6 x 3 Compressed single-view videos with pre-downsampling by 4: D4
2D.4.b 6 x 3 Postprocessing P1: o = 3.5 D4-QP20, D4-QP25 and D4-QP30
2D.4.c 6 x 3 Postprocessing P2: 0 = 5.5
3D3.a 6 x4 Symmetrically compressed stereoscopic videos
D3b | x4 | Posproceming Pl o =55 (PGP0 (QP35.QP3S). (QPAOQPAD) and
3D.3.c 6 x 4 Postprocessing P2: o = 5.5 ?
3D.4.a 6 X 6 Asymmetrically compressed stereoscopic videos
. R (QP30,QP35), (QP30,QP40), (QP30,QP45), (QP35,QP40),
3D.4.b 6 X6 Postprocessing P1: 0 = 3.5 (QP35.QP45) and (QP40,QP45)
3D.4.c 6 X 6 Postprocessing P2: o = 5.5 i i
3D.5 6 x 10 Asymmetrically compressed stereoscopic videos with pre-processing: (QP30,S1-QP30), (QP30,S1-QP35), (QP30,S1-QP40), (QP30,S1-QP45),
Slo=25 (QP35,S1-QP35), (QP35,S1-QP40), (QP35,S1-QP45), (QP40,S1-QP40),
(QP40,S1-QP45) and (QP45,51-QP45)
3D.6.a 6 x 8 Asymmetrically ~compressed stereoscopic  videos with  pre- (QP30,D2-QP25), (QP30,D2-QP30), (QP30,D2-QP35),
downsampling by 2: D2 (QP35,D2-QP30), (QP35,D2-QP35), (QP35,D2-QP40),
3D.6.b 6 % 8 Postprocessing P1: o = 3.5 (QP40,D2-QP35) and, (QP40,D2-QP40)
3D.6.c 6 X 8 Postprocessing P2: o = 5.5
3D.7.a 6 % 8 Asymmetrically compressed stereoscopic  videos with  pre- (QP30,D4-QP20), (QP30,D4-QP25), (QP30,D4-QP30),
downsampling by 4: D4 (QP35,D4-QP25), (QP35,D4-QP30), (QP35,D4-QP35),
3D.7.b 6 X8 Postprocessing P1: o = 3.5 (QP40,D4-QP25) and (QP40,D4-QP30)
3D.7.c 6 X 8 Postprocessing P2: 0 = 5.5

databases that allow us to perform subjective test on both
2D and 3D videos. The inclusion of 2D videos allows us
to directly examine the relationship between the perceptual
quality of stereoscopic video and that of its single-view
videos. This is advantageous against previous studies which
do not have ground truth of 2D video quality but have to
rely on objective 2D-VQA measures to provide estimates.
Second, these are the only databases that contain asymmet-
rically compressed stereoscopic videos from mixed-resolution
coding, asymmetric transform-domain quantization coding and
their combinations, followed by different levels of low-pass
filtering. This provides the potential of a much stronger test
on 3D-VQA models on their generalizability to real world
applications. Such test has been largely lacking in previous
studies where the development of objective 3D-VQA models
only took into account asymmetric distortions of specific
and very limited distortion types such as compression only.
Meanwhile, a broader variety of test scenarios allows us
to perform a more comprehensive comparison on different
variations of asymmetric stereoscopic video coding schemes
with symmetric coding methods and thus to evaluate their
potential coding gains.

B. Subjective Test

The subjective test was conducted in the Lab for Image
and Vision Computing at University of Waterloo. The test
environment has no reflecting ceiling walls and floor, and was

TABLE IV
VIEWING CONDITIONS IN THE SUBJECTIVE TEST
Parameter Value Parameter Value
Subjects Per Monitor 1 Screen Resolution 1920 x 1080
Screen Diameter 27.00” Viewing Distance 45.00”
Screen Width 23.53” Viewing Angle 29.3°
Screen Height 13.24” Pixels Per Degree 65.5 pixels

not insulated by any external audible and visual pollution.
An ASUS 27” VG278H 3D LED monitor with NVIDIA 3D
Vision™?2 active shutter glasses is used for the test. The
default viewing distance was 3.5 times the screen height. In the
actual experiment, some subjects did not feel comfortable with
the default viewing distance and were allowed to adjust the
actual viewing distance around it. The details of the viewing
conditions are given in Table IV.

In Phase I, twenty-two naive subjects, 12 males and
10 females aged between 22 and 35, participated in the study.
In Phase II, thirty-two naive subjects, 20 males and 12 females
aged between 24 and 37, participated in the study. A 3D vision
test (Random dot stereo test) was conducted first to verify their
ability to view stereoscopic 3D content and no one failed the
vision test. As a result, a total of twenty-two and thirty-two
subjects proceeded to the formal test in Phase I and Phase II,
respectively. While a visual acuity test was not performed in
this study, a verbal confirmation was obtained prior to the
experiment and subjects were asked to use their eyeglasses or
contact lenses to correct their visual acuities.
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Phase I: 3D Vision Test (5 3D Test: 3DVQ 3D Test: 3DVQ Test|
Day 1 mins) Training (10 mins) (3 X 20 mins)

Phase II: 3D Vision Test (5 2D Test: 2DVQ 2D Test: 2DVQ Test|
Day1 mins) Training (10 mins) (3 X 15 mins)

Training (10 mins) (3X 20 mins)

o

3D Test: 3DVQ P 3D Test: 3DVQ Test|

Day 2 Training (10 mins) (6 X 20 mins)

Phase II: 3D Test: 3DVQ F 3D Test: 3DVQ Test|

el
02
N

The procedure of the subjective test in Waterloo-IVC 3D Video
Database Phase I and Phase II.

The subjects were asked to evaluate their overall 3D viewing
experience — 3D Video Quality (3DVQ) in this study. Since
to visualize every stereoscopic 3D video, the subjects need to
make readjustment so as to adapt to the content of the scene
and establish 3D perception, using a double stimulus approach
leads to interruptions of the viewing experience. To reduce
this effect, we opt to the single stimulus procedure using an
11-grade numerical categorical scale (SSNCS) protocol.
A general introduction was given at the beginning of the
whole test, and more specific instructions and training session
were given afterwards. The rating strategy was introduced
and the subjects were required to practice by giving scores to
training 2D/3D videos until they fully understood the criteria
and built up their own scoring strategies. For both Phase I
and Phase II tests, we use three types of videos in the training
phase: pristine 2D/3D  videos, moderately distorted
2D/3D videos, and highly-distorted 2D/3D videos. The
subjects were told to give scores at the high end (close to
10 pts) to the pristine 2D/3D videos, at the mid-range to
the moderately distorted 2D/3D videos, and at the low end
(close to O pts) to the highly-distorted videos. With regard
to Phase II, we also found that the 2D perceptual quality of
left- and right-view videos are very close to each other at the
same compression or postprocessing levels, and the difference
in their mean opinion scores (MOS) is negligible. Thus
in order to control the scale of this subjective experiment,
only one of the views were tested (randomly picked) in
Group 2D.1 to Group 2D.4 in the formal test.

Most stimuli were shown once in each test. However, there
were 12 repetitions for single-view or stereoscopic videos,
which means that for each subject, her/his first 12 single-view
or stereoscopic videos were shown twice. The order of
stimuli was randomized and the consecutive testing stereo-
scopic videos were from different source contents. There are
three sessions for the 3D test in Phase I, while in Phase II,
there are three sessions for the 2D test and nine sessions for
the 3D test. Each single session, where around 80 single-view
or 60 stereoscopic videos were evaluated, was finished in
15 to 20 minutes. Sufficient relaxation periods (5 minutes
or more) were given between sessions. Thus in Phase I all
sessions were finished in 2 hours in one day. In Phase II, the
test was scheduled on two consecutive days for each subject.
Day 1 (2 to 2.5 hours) was dedicated to all 2D sessions and
the first three 3D sessions and Day 2 (2 to 2.5 hours) to the
remaining six 3D sessions. Fig. 2 shows the detailed procedure
of our formal subjective test.

IEEE TRANSACTIONS ON IMAGE PROCESSING, VOL. 26, NO. 3, MARCH 2017

TABLE V

p-VALUES FROM THE ONE-SAMPLE ¢-TEST FOR DIFFERENT
TEST VIDEO GROUPS

Group p-values

Group 3D.3.a 0.5901

Group 3D.4.a 0.4255

Group 3D.3.b-c and Group 3D.4.b-c 0.1401
Group 3D.5 0.6637

Group 3D.6.a 0.6833

Group 3D.6.b-c 0.3172

Group 3D.7.a 0.4379

Group 3D.7.b-c 0.3495

Moreover, we found that repeatedly switching between
viewing 3D videos and grading on a piece of paper or a
computer screen is a tiring experience. To overcome this
problem, we asked the subject to speak out a score between 0
and 10, and a customized graphical user interface on another
computer screen was used by the instructor to record the
scores. All these efforts were intended to reduce visual fatigue
and discomfort of the subjects.

C. Impact of Eye Dominance

Eye dominance is a common visual phenomenon, referring
to the tendency to prefer the input from one eye to the other,
depending on the human subject [53]. When studying visual
quality of asymmetrically compressed stereoscopic videos, it
is important to understand if eye dominance plays a significant
role in the subjective test results. For this purpose, we carried
out a separate analysis on the impact of eye dominance
in the perception of asymmetrically compressed stereoscopic
videos in Phase II. The side of the dominant eye under static
conditions was checked first by Rosenbach’s test [54]. This
test examines which eye determines the position of a finger
when the subject is asked to point to an object. Among thirty-
two subjects who finished the formal test in Phase II, thirteen
subjects (8 males, 5 females) are left-eye dominant, and the
others (12 males, 7 females) are right-eye dominant.

The 3DVQ MOS scores for each video in Phase II were
computed for left-eye dominant subjects and right-eye dom-
inant subjects, denoted as 3DVQ;, and 3DVQg, respectively.
We employed the one-sample 7-test to obtain a test decision
for the null hypothesis that the difference between 3DVQ
and 3DVQy, i.e., 3DVQp = 3DVQ;. — 3DVQg, comes from
a normal distribution of zero-mean and unknown variance.
The alternative hypothesis is that the population distribution
does not have a mean equaling zero. The result A is 1 if
the test rejects the null hypothesis at the 5% significance
level, and O otherwise. The returned p-values for different
test video groups are reported in Table V. From Table V,
it can be seen that the null hypothesis cannot be rejected at the
5% significance level, which indicates that the impact of eye
dominance in the perception of asymmetrically compressed
stereoscopic videos is insignificant.

It is worth noting that similar conclusions were reached in
our earlier studies on the impact of eye dominance on the
quality of asymmetrically distorted stereoscopic images [22]
and on the depth perception induced by stereo cues of asym-
metrically distorted stereograms [55]. These observations are
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TABLE VI

PERFORMANCE COMPARISON OF 2D-T0-3D QUALITY PREDICTION
MODELS ON WATERLOO-IVC 3D VIDEO DATABASES

Waterloo-IVC 3D Video Database Phase I
Method PLCC SRCC RMSE
PSNR (average) 0.7085 0.5336 15.4507
PSNR (proposed weighting) 0.8980 | 0.8366 9.6344
SSIM (average) 0.3964 0.2872 20.1010
SSIM (proposed weighting) 0.8905 | 0.8393 9.9615
MS-SSIM (average) 0.4072 0.2969 19.9978
MS-SSIM (proposed weighting) 0.8838 | 0.8287 10.2448
IW-SSIM (average) 0.4833 0.2787 19.1683
IW-SSIM (proposed weighting) 0.8942 | 0.8364 9.8035
VQM (average) 0.7912 | 0.6321 13.3905
VQM (proposed weighting) 0.9191 0.8655 8.6273
Waterloo-IVC 3D Video Database Phase 1T
Method PLCC SRCC RMSE
2DVQ-MOS (average) 0.6912 0.6277 8.9039
2DVQ-MOS (proposed weighting) 0.8829 | 0.8727 5.7849
PSNR (average) 0.3699 0.3414 11.4465
PSNR (proposed weighting) 0.5590 | 0.5109 10.2154
SSIM (average) 0.3303 | 0.2589 11.6291
SSIM (proposed weighting) 0.7571 0.7309 8.0487
MS-SSIM (average) 0.3034 | 0.2503 11.7395
MS-SSIM (proposed weighting) 0.6813 0.6377 9.0188
IW-SSIM (average) 0.3243 | 0.2459 11.6545
IW-SSIM (proposed weighting) 0.7677 0.7423 7.8943
VQM (average) 0.7019 | 0.6287 8.7759
VQM (proposed weighting) 0.8496 0.8042 6.4976

consistent with the “stimulus” view of rivalry that is widely
accepted in the field of visual neuroscience [56]. A compre-
hensive review and discussion on “stimulus” rivalry versus
“eye” rivalry can be found in [56] and [57].

IV. ANALYSIS AND FINDINGS
A. Relationship Between 2D and 3D Video Quality

Following the previous work [7], the raw 2DVQ and 3DVQ
scores given by each subject were converted to Z-scores [58],
respectively. Then the entire data sets were rescaled to fill the
range from 1 to 100 and the MOS scores for each 2D and
3D video, i.e., MOS-2DVQ and MOS-3DVQ, were computed
after removing outliers [59]. Given the subjective 2D and 3D
data, we are interested in how single-view 2D video quality
predicts stereoscopic 3D video quality, especially for the case
of asymmetrically compressed and post-processed stereoscopic
videos. The most straightforward 2D-to-3D quality prediction
method is to average the qualities of the left- and right-
view videos. Table VI shows the Pearson’s linear correlation
coefficient (PLCC), Spearman’s rank-order correlation coeffi-
cient (SRCC), and Root Mean Squared Error (RMSE) between
3DVQ-MOS scores and average 2DVQ-MOS scores (Phase 11
Only), where the 2D-IQA/VQA measurements include
PSNR, SSIM, MS-SSIM, information content weighted SSIM
(IW-SSIM) [60], and VQM for all stereoscopic videos in
Phase I and Phase II. Table VII and VIII reports PLCC, SRCC,
and RMSE values for different test video groups in Phase I
and Phase II, respectively. PLCC and RMSE are adopted to
evaluate prediction accuracy [61] and SRCC is employed to
assess prediction monotonicity [61]. Higher PLCC and SRCC
and lower RMSE indicate better consistency with human
opinions of quality. PLCC and RMSE are usually computed
after a nonlinear mapping between the subjective and objective
scores and the results may be sensitive to the choice of the
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Fig. 3. 3DVQ-MOS versus predictions from 2DVQ-MOS values of
2D left- and right-views on Waterloo-IVC Phase II. (a) Average of
2DVQ-MOS. (b) Weighted average of 2DVQ-MOS by the proposed method.

mapping function. SRCC is nonparametric rank order-based
correlation metrics, independent of any monotonic nonlinear
mapping between subjective and objective scores but do not
explicitly estimate the accuracy of quality prediction.

In Table VII and VIII, we first compare the performance of
symmetrically compressed 3D videos without postprocessing
against asymmetrically compressed 3D videos without post-
processing. Unsurprisingly, accurate predictions are obtained
in the category of symmetrically compressed 3D videos.
By contrast, the performance drops for asymmetrically
compressed 3D videos. In [62], we reported that for JPEG
compression, average prediction overestimates 3D quality (or
3D quality is more affected by the poorer quality view). More
importantly we found that for blockiness, the bias of the aver-
aging prediction model increases with the level of distortions,
and thus whether the bias is pronounced depends on the quality
range being investigated. With respect to blockiness created
from HEVC compression, this overestimated prediction bias
is still pronounced, but not as strong as JPEG compression,
which is likely due to the reduction of blocking artifacts in
HEVC.

We then compare the performance of compressed 3D videos
without postprocessing against compressed 3D videos with
postprocessing. From Table VII and VIII, it can be observed
that the direct averaging model performs well for 3D videos
without postprocessing (by Gaussian blurring). By contrast,
the correlation values drop significantly for videos with post-
processing. The Fig. 3 (a) and the first and the third columns
of Fig. 4 show the corresponding scatter plots between
3DVQ-MOS scores and 2DVQ-MOS scores or 2D-IQA/VQA
measurements, where the simple averaging prediction model
generates substantial bias on many stereoscopic videos.
In [62], we reported that for blurriness, average prediction
often underestimates 3D quality (or 3D quality is more
affected by the better quality view). Here the same kind of
prediction bias is clearly observed, as direct averaging of
state-of-the-art 2D-IQA/VQA metrics always underestimates
3D video quality for these post-processed videos.

B. Quality of Asymmetric Stereoscopic Video
With Postprocessing

Given the subjective data, the second question we would
like to ask is how Gaussian low-pass post-filtering affects the
perceptual 3D quality of asymmetrically compressed stereo-
scopic videos. Table IX and X report 3DVQ-MOS changes
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TABLE VII
PERFORMANCE COMPARISON OF 2D-TO-3D QUALITY PREDICTION MODELS ON WATERLOO-IVC 3D VIDEO DATABASE PHASE I
PLCC SRCC RMSE
Method Sym. Compress. Asym. Compress. Sym. Compress. Asym. Compress. Sym. Compress. Asym. Compress.
PSNR (average) 0.9839 0.8217 0.9581 0.8226 5.3453 10.8551
PSNR (proposed weighting) 0.9839 0.8798 0.9581 0.8311 5.3437 9.0531
SSIM (average) 0.9876 0.8560 0.9478 0.7960 4.6806 9.8468
SSIM (proposed weighting) 0.9877 0.8843 0.9478 0.8335 4.6782 8.8952
MS-SSIM (average) 0.9851 0.8445 0.9478 0.7990 5.1417 10.2018
MS-SSIM (proposed weighting) 0.9851 0.8746 0.9478 0.8363 5.1391 9.2357
IW-SSIM (average) 0.9937 0.9304 0.9581 0.9017 3.3373 6.9836
IW-SSIM (proposed weighting) 0.9937 0.9322 0.9581 0.9012 3.3379 6.8942
VQM (average) 0.9876 0.8831 0.9669 0.8283 4.6878 8.9408
VQM (proposed weighting) 0.9876 0.8770 0.9669 0.8527 4.6893 9.1511
Symmetric compression: Group 3D.1.a; Asymmetric compression: Group 3D.2.a.
PLCC SRCC RMSE
Method No Postprocess. With Postprocess. No Postprocess. With Postprocess. No Postprocess. With Postprocess.
PSNR (average) 0.9131 0.7382 0.8922 0.6580 9.6120 18.7419
PSNR (proposed weighting) 0.9146 0.8750 0.8831 0.8165 9.5338 10.1255
SSIM (average) 0.9193 0.4824 0.9028 0.2621 9.2752 18.3211
SSIM (proposed weighting) 0.9358 0.8876 0.9197 0.8056 8.3072 9.6338
MS-SSIM (average) 0.9132 0.5315 0.9009 0.2701 9.6036 17.7168
MS-SSIM (proposed weighting) 0.9299 0.8798 0.9202 0.7896 8.6678 9.9415
IW-SSIM (average) 0.9601 0.5935 0.9446 0.3262 6.5882 16.8340
IW-SSIM (proposed weighting) 0.9641 0.8977 0.9491 0.8135 6.2567 9.2176
VQM (average) 0.9265 0.8733 0.9076 0.7140 8.8679 10.1899
VQM (proposed weighting) 0.9282 0.9341 0.9041 0.8414 8.7715 7.4652
No Postprocessing: Group 3D.1.a and Group 3D.2.a; With Postprocessing: Group 3D.1.b-d and Group 3D.2.b-d.

TABLE VIII
PERFORMANCE COMPARISON OF 2D-TO-3D QUALITY PREDICTION MODELS ON WATERLOO-IVC 3D VIDEO DATABASE PHASE II
PLCC SRCC RMSE
Method Sym. Compress. Asym. Compress. Sym. Compress. Asym. Compress. Sym. Compress. Asym. Compress.
2DVQ-MOS (average) 0.9676 0.8645 0.9470 0.8387 5.2708 6.3878
2DVQ-MOS (proposed weighting) 0.9676 0.9002 0.9470 0.8984 5.2708 5.5350
PSNR (average) 0.7717 0.3718 0.7191 0.3323 13.2946 11.7976
PSNR (proposed weighting) 0.7716 0.5027 0.7191 0.4468 13.2957 10.9864
SSIM (average) 0.9236 0.5454 0.8974 0.5332 8.0089 10.6524
SSIM (proposed weighting) 0.9236 0.7625 0.8974 0.7610 8.0091 8.2224
MS-SSIM (average) 0.8733 0.4658 0.8609 0.4431 10.1749 11.2459
MS-SSIM (proposed weighting) 0.8733 0.6697 0.8609 0.6534 10.1751 9.4382
IW-SSIM (average) 0.9335 0.5460 0.9209 0.5253 7.4910 10.6476
IW-SSIM (proposed weighting) 0.9335 0.7836 0.9209 0.7828 7.4923 7.8957
VQM (average) 0.9586 0.8107 0.9226 0.7731 5.9446 7.4397
VQM (proposed weighting) 0.9586 0.8633 0.9226 0.8457 5.9448 6.4137
Symmetric compression: Group 3D.3.a; Asymmetric compression: Group 3D.4.a, Group 3D.5, Group 3D.6.a and Group 3D.7.a.
PLCC SRCC RMSE
Method No Postprocess. With Postprocess. No Postprocess. With Postprocess. No Postprocess. With Postprocess.
2DVQ-MOS (average) 0.8769 0.7800 0.8540 0.7394 6.6768 6.9184
2DVQ-MOS (proposed weighting) 0.9144 0.8603 0.9097 0.8414 5.6234 5.6356
PSNR (average) 0.4205 0.4204 0.3811 0.3772 12.6039 10.0312
PSNR (proposed weighting) 0.5411 0.5773 0.4905 0.5385 11.6823 9.0271
SSIM (average) 0.5841 0.2596 0.5694 0.2459 11.2760 10.6766
SSIM (proposed weighting) 0.7890 0.7493 0.7835 0.7084 8.5352 7.3217
MS-SSIM (average) 0.5111 0.2911 0.4868 0.2286 11.9400 10.5769
MS-SSIM (proposed weighting) 0.7040 0.6708 0.6864 0.6014 9.8656 8.1992
IW-SSIM (average) 0.5710 0.3875 0.5520 0.3427 11.4040 10.1920
IW-SSIM (proposed weighting) 0.8068 0.7588 0.8002 0.7159 8.2076 7.2011
VQM (average) 0.8231 0.8051 0.7911 0.7155 7.8901 6.5569
VQM (proposed weighting) 0.8840 0.8326 0.8674 0.7590 6.4932 6.1242
No Postprocessing: Group 3D.3.a, Group 3D.4.a, Group 3D.5, Group 3D.6.a and Group 3D.7.a;
With Postprocessing: Group 3D.3.b-c, Group 3D.4.b-c, Group 3D.6.b-c and Group 3D.7.b-c.

after applying different levels of Gaussian low-pass filtering
with respect to different QP combinations and blurring levels
for Phase I and Phase II, respectively. It can be observed that
for symmetrically compressed 3D videos, blurring reduces
perceptual 3D video quality in most cases. By contrast, for
asymmetrically compressed 3D videos, blurring on the lower
quality views improves the perceptual 3D video quality when
the quality difference of left- and right-view is high. Generally,
the improvement increases with the level of blurring and
with the quality difference between the higher view and the
lower view. Table X also includes the cases of asymmetrically
compressed stereoscopic videos with pre-downsampling by

factors of 2 and 4, where it can be seen that this 3DVQ-MOS
improvement is less pronounced especially for the case of pre-
downsampling by 4. This analysis verifies that the adoption
of certain postprocessing techniques such as blurring could
improve the efficiency of stereoscopic video coding but may
not always work well for the cases of pre-downsampling.

C. Rate-Distortion Performance of Mixed Distortion
Asymmetric Stereoscopic Video

The third question we would like to ask is what is
the rate-distortion (R-D) performance of different mixed-
distortion asymmetric stereoscopic video coding schemes.
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Fig. 4. 3DVQ-MOS versus predictions from 2D-IQA/VQA estimations of 2D left- and right-views. First column: predictions by averaging 2D-IQA/VQA
estimations of both views on Waterloo-IVC Phase I; Second column: predictions by weighted averaging 2D-IQA/VQA estimations of both views on
Waterloo-IVC Phase I using the proposed method; Third column: predictions by averaging 2D-IQA/VQA estimations of both views on Waterloo-IVC Phase II;
Fourth column: predictions by weighted averaging 2D-IQA/VQA estimations of both views on Waterloo-IVC Phase II using the proposed method. First row:
PSNR as the base 2D-IQA/VQA model; Second row: SSIM as the base 2D-IQA/VQA model; Third row: MS-SSIM as the base 2D-IQA/VQA model;
Fourth row: IW-SSIM as the base 2D-IQA/VQA model; Fifth row: VQM as the base 2D-IQA/VQA model.

Table XI and XII report the so-called Bjontegaard delta
rate (BD-Rate) in terms of 3DVQ-MOS by comparing
the mixed-distortion asymmetric stereoscopic video coding
schemes with the symmetric coding method for each test
sequence in Phase I and Phase II, respectively [63]. It can
be seen that most mixed-distortion asymmetric stereoscopic

video coding schemes achieve better R-D performance over
the symmetric coding method (Group 3D.1.a in Phase I and
Group 3D.3.a in Phase II).

For Phase I, the asymmetric compression-only scheme
(Group 3D.2.a) degrades the R-D performance significantly
due to the fact that 3D quality had a tendency towards the



1338

TABLE IX

3DVQ-MOS CHANGES AFTER APPLYING DIFFERENT LEVELS OF
GAUSSIAN BLURRING AS POSTPROCESSING ON WATERLOO-IVC
3D VIDEO DATABASE PHASE [

Combinations 3DVQ-MOS Changes

QP,; QP;, Plo=35 | PRc=75 | PAo =115
25 25 -10.96 -16.15 -11.35
35 35 -0.19 -7.31 -4.81
40 40 -3.46 +0.19 -1.35
50 50 +1.54 +1.15 -0.96
25 35 -2.50 -3.27 -1.35
25 40 +7.69 +6.92 +7.12
25 45 +2.12 +16.92 +14.23
25 50 +14.81 +31.35 +27.12
35 45 +11.92 +13.08 +17.50
35 50 +11.35 +24.23 +29.62
40 50 +7.31 +16.35 +19.42

TABLE X

3DVQ-MOS CHANGES AFTER APPLYING DIFFERENT LEVELS OF
GAUSSIAN BLURRING AS POST-PROCESSING ON WATERLOO-IVC
3D VIDEO DATABASE PHASE I1

Original Resolution
Combinations 2DVQ-MOS 3DVQ-MOS Changes
QP,; QP,, 2DVQ;, 2DVQ,; Plo =35 | P2o=5.5
30 30 97.85 97.85 -12.58 -11.61
35 35 90.04 90.04 -7.40 -7.40
40 40 69.10 69.10 -1.67 -5.32
45 45 48.75 48.75 +9.68 +6.40
30 35 97.85 90.04 -1.93 -3.76
30 40 97.85 69.10 +5.72 +3.62
30 45 97.85 48.75 +7.80 +11.40
35 40 90.04 69.10 +1.66 +2.52
35 45 90.04 48.75 +5.54 +5.48
40 45 69.10 48.75 +2.35 +0.90

Downsample by 2
Combinations 2DVQ-MOS 3DVQ-MOS Changes
QP, QP,, 2DVQ,, 2DVQ,; Plo =35 | P2oc=5.5
30 D2-25 97.85 85.75 -1.34 -3.66
30 D2-30 97.85 76.83 -3.76 -5.22
30 D2-35 97.85 61.18 +0.43 -0.91
35 D2-30 90.04 76.83 +1.18 -1.99
35 D2-35 90.04 61.18 +4.14 +3.39
35 D2-40 90.04 39.73 +6.45 +6.88
40 D2-35 69.10 61.18 +1.40 -0.81
40 D2-40 69.10 39.73 +2.10 +1.94

Downsample by 4
Combinations 2DVQ-MOS 3DVQ-MOS Changes
QP QP,, 2DVQ,, 2DVQ,; Plo =35 | P2o=5.5
30 D4-25 97.85 57.58 +2.47 +0.81
30 D4-30 97.85 50.75 -0.97 -2.58
30 D4-35 97.85 39.73 +1.72 -1.02
35 D4-25 90.04 57.58 +0.59 -1.05
35 D4-30 90.04 50.75 -1.02 -2.69
35 D4-35 90.04 39.73 +1.94 -0.05
40 D4-25 69.10 57.58 +3.12 +3.49
40 D4-30 69.10 50.75 +5.97 +1.94

TABLE XI

R-D PERFORMANCE COMPARISONS OF ASYMMETRIC STEREOSCOPIC
VIDEO CODING IN TERMS OF 3DVQ-MOS ON WATERLOO-IVC
3D VIDEO DATABASE PHASE I (ANCHOR: SYMMETRIC
STEREOSCOPIC VIDEO CODING)

3DVQ-MOS
Group Balloons Book Kendo Lovebird Average
3D.2.a +88.3% +37.5% | +558% | +164.2% +86.4%
3D.2.b +60.2% +16.0% | +39.4% +50.6% +41.6%
3D.2.c -16.8% -0.6% +23.2% -26.1% -5.1%
3D.2.d -25.7% -30.0% -14.4% -9.5% -19.9%

lower quality view with respect to blockiness [22]. However,
this degradation is less pronounced and is even reverted
when we increase the level of Gaussian low-pass post-filtering
(Group 3D.2.b-d), but the optimal level of this postprocessing
is content dependent.
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For Phase II, similarly, the asymmetric compression plus
postprocessing scheme (Group 3D.4.b-c) improves the R-D
performance while the asymmetric compression-only scheme
(Group 3D.4.a) reduces the R-D performance. It can also
be observed that the proposed pre-downsampling plus post-
processing asymmetric coding schemes perform even better
than the asymmetric compression plus postprocessing scheme,
which is consistent with the previous subjective studies [29]
that mixed-resolution stereoscopic video coding can achieve
the best coding efficiency. By comparing different post-
processing levels, it is found that the scheme that applies
pre-downsampling by a factor of 2 followed by postprocess-
ing P1 (¢ = 3.5), (i.e., Group 3D.6.b), provides the best
overall performance. It is also interesting to note that for the
case of no pre-downsampling or pre-downsampling by 2, the
proposed postprocessing step increases the R-D performance
significantly; while for the case of pre-downsampling by 4,
the proposed postprocessing does not help in improving the
R-D performance.

In general, this trend may be explained as follows. First,
in asymmetric video coding, the blockiness, which is usually
more severe in the lower quality view, is often the dom-
inant effect that determines the overall quality. Second, in
the case of no pre-downsampling or pre-downsampling by
a factor of 2, the blockiness in the lower quality view is
very obvious. Third, low-pass post-filtering largely reduces
blockiness, and thus such a postprocessing step significantly
improves visual quality in the case of no pre-downsampling
or pre-downsampling by a factor of 2. Fourth, in the case of
pre-downsampling by a factor of 4, since the low resolution
video frame is significantly smaller (1/16 of original size),
the downsampled frame is easier to encode for the target bit
rate and thus the blockiness is not as strong. Furthermore,
the interpolation step that expands the frame four times in
each dimension creates strong blurring effect, which further
reduces blockiness. As a result, additional low pass post-
filtering following interpolation makes little impact on further
removing blockiness or improving visual quality.

V. A MODEL FOR 2D-T0-3D QUALITY PREDICTION
A. 2D Video Quality Prediction

We first examine the capabilities of state-of-the-art
2D-IQA/VQA methods to predict perceptual quality of single-
view 2D videos with different pre- and post- processing
procedures. The tested full reference 2D-IQA/VQA meth-
ods include PSNR, SSIM, MS-SSIM, IW-SSIM, and VQM.
Table XIII reports PLCC, SRCC, and RMSE results between
2DVQ-MOS scores and 2D-IQA/VQA measurements, where
it can be observed that IW-SSIM and VQM provide the most
accurate quality predictions.

B. 2D-to-3D Quality Prediction

The diagram of the proposed method is shown in Fig. 5.
Let (11, liyr) and (Liqy1, Liar) be the i-th left and
right frames of the reference and compressed stereoscopic
videos, respectively. We first create their local energy maps
by computing the local variances at each spatial location,
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TABLE XII

R-D PERFORMANCE COMPARISONS OF ASYMMETRIC STEREOSCOPIC VIDEO CODING ON WATERLOO-IVC 3D VIDEO DATABASE
PHASE II (ANCHOR: SYMMETRIC STEREOSCOPIC VIDEO CODING)

3DVQ-MOS
Group Barrier Craft Laboratory Soccer Tree Undo Average
3D4.a +8.4% +10.1% +11.3% +3.9% +7.9% +16.8% +9.7%
3D4.b -12% -8.3% -17.1% -7.7% -5.4% -11.1% -9.5%
3D.4.c -10.5% -12.9% -14.4% +0.6% -9.1% -12.6% -9.8%
3D.5 -22.0% -6.8% -11.5% -8.6% -14.6% -8.4% -12.0%
3D.6.a -13.8% -8.2% -9.0% -17.9% -9.9% -9.7% -11.4%
3D.6.b -32.3% -17.3% -16.1% -16.3% -31.8% -19.4% -22.2%
3D.6.c -17.8% -22.1% -11.3% -13.7% -25.4% -13.9% -17.4%
3D.7.a -28.5% -13.4% -11.6% -6.5% -28.8% -15.9% -17.5%
3D.7.b -27.0% -14.5% -17.2% -14.3% -25.6% -14.3% -18.8%
3D.7.c -27.2% -14.4% -16.6% -10.2% -19.0% -7.2% -15.7%
Average 2DVQ-MOS
Group Barrier Craft Laboratory Soccer Tree Undo Average
3D.4.a +12.3% +13.4% +11.2% +23.8% +19.0% +22.3% +17.0%
3D.4.b +35.6% +33.7% +24.3% +103.3% | +109.9% +43.6% +58.4%
3D4.c | +148.9% +79.0% +56.9% +208.5% | +405.1% +97.1% +165.9%
3D.5 -7.0% -10.9% -10.3% +4.5% -4.4% -3.7% -5.3%
3D.6.a +5.9% +7.0% +2.7% +34.5% +17.3% +19.9% +14.5%
3D.6.b +42.4% +39.3% +16.7% +110.0% | +110.2% +55.0% +62.3%
3D.6.c | +132.0% +98.7% +68.7% +1943% | +366.2% +97.7% +159.6%
3D.7.a +23.6% +20.9% +5.4% +92.4% +45.8% +26.9% +35.8%
3D.7.b +64.4% +62.3% +38.9% +1249% | +149.1% +60.3% +83.3%
3D.7.c | +146.0% | +106.6% +91.3% +199.8% | +438.4% | +111.4% | +182.3%
Weighted 2DVQ-MOS
Group Barrier Craft Laboratory Soccer Tree Undo Average
3D4.a +10.1% +10.0% +9.6% +19.4% +13.0% +17.3% +13.2%
3D4.b -15.4% -9.4% -10.6% -7.4% -13.8% -8.3% -10.8%
3D4.c -9.6% -5.2% -12.6% -2.8% -12.6% -1.9% -7.4%
3D.5 -13.7% -12.6% -9.6% -10.6% -13.1% -9.5% -11.5%
3D.6.a -16.1% -10.1% -10.0% -8.2% -16.3% -5.4% -11.0%
3D.6.b -23.9% -14.6% -20.0% -14.3% -24.0% -14.0% -18.5%
3D.6.c -21.0% -10.0% -18.0% -12.5% -21.9% -11.0% -15.7%
3D.7.a -23.3% -13.3% -16.1% -12.2% -24.2% -13.7% -17.2%
3D.7.b -24.0% -10.8% -15.5% -16.2% -24.0% -12.8% -17.2%
3D.7.c -21.2% -9.1% -15.3% -14.6% -21.6% -8.8% -15.1%
TABLE XIII

PERFORMANCE COMPARISON OF 2D-T0-3D QUALITY PREDICTION
MODELS ON WATERLOO-IVC 3D VIDEO DATABASE PHASE II

Method PLCC SRCC RMSE
PSNR 0.7122 | 0.6488 16.8383
SSIM 0.8371 0.7660 13.1235
MS-SSIM 0.7787 | 0.7116 15.0502
TW-SSIM 0.8821 | 0.8474 | 11.2982
VQM 0.8997 | 0.8665 10.4689

i.e., the variances of local image patches extracted around
each spatial location, for which an 11 x 11 circular-symmetric
Gaussian weighting function w = {w;|i = 1,2, --- , N} with
standard deviation of 1.5 samples, normalized to unit sum
(ZlNz jw; = 1), is employed. The resulting energy maps
are denoted by E;,;, Ei,,, Eia, . and E; 4 ,, respectively.
We then compute the local energy ratio maps in both views:

Ei 4
and R;, = Let
Ei,r,r

Eia,
Ry = —>

ey

ir,l
The energy ratio maps provide useful local binocular rivalry
information, which may be combined with the qualities of
single-view frames to predict 3D quality. A pooling stage is
necessary for this purpose. High-energy image regions are
likely to contain more information content. Based on the
principle exploited in [60], if the ultimate goal of visual
perception is to efficiently extract useful information from
the visual scene, then the more informative regions are more
likely to attract visual attention, and thus should be given more

importance. The modeling in [60] suggests more informative
regions typically have higher energy. To emphasize on the
importance of high-energy image regions in binocular rivalry,
we adopt an energy weighted pooling method [64] given by

> EiqiRi; > EiqrRi,

> Eia; > Eiar

where the summations are over the full energy and ratio maps.
Here g;; and g; , are estimations of the level of dominance of
the i-th left and right frames, respectively. Let N denotes the
frame number of the entire 3D video sequence, we compute

1Y 1 Y
gz=ﬁzlzgi,z and grzﬁz;gi,r,
1= 1=

where g; and g, denote the level of dominance of the left- and
right-view video, respectively.

If we consider a video signal as 3D volume data, then
it can also be viewed from the side or the top. This has
been explored by the poly-view fusion method, which has
been shown as a simple and effective strategy to account for
the temporal correlation and motion information contained
in video signals [65], [66]. Instead of only estimating the
level of dominance form the front-view, here we apply a
poly-view fusion strategy to estimate the overall level of
dominance from the front-view, the top-view, and the side-
view together. We first compute the levels of dominance using
Eq. (1) to Eq. (3) for the front-view, the top-view, and the
side-view, separately, and denote them as glF s ng, and ng for

8l = and g;, = (2)

3)
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Fig. 5. Diagram of the proposed 2D-to-3D quality prediction model.
TABLE XIV TABLE XV

PERFORMANCE COMPARISON OF 2D-T0-3D QUALITY PREDICTION
MODELS ON WATERLOO-IVC 3D VIDEO DATABASES

Waterloo-IVC 3D Video Database Phase 1T
Method SRCC
2DVQ-MOS (average) @ | —————— 0.6277
2DVQ-MOS (proposed weighting) Front-view Only 0.8643
2DVQ-MOS (proposed weighting) | Front + Top + Side 0.8727
VQM (average) | — — — — —— 0.6287
VQM (proposed weighting) Front-view Only 0.7976
VQM (proposed weighting) Front + Top + Side 0.8042
Waterloo-IVC 3D Video Database Phase I
Method SRCC
VQM (average) | — ——— —— 0.6321
VQM (proposed weighting) Front-view Only 0.8552
VQM (proposed weighting) Front + Top + Side 0.8655

the left-view video, and g,F s g,T , and g,S for the right-view
video, respectively. Then the overall level of dominance of the
left- and right-view video after poly-view fusion is computed
as

s’ =g +g +g and g° =g+l +¢, @

respectively.
Given the values of glo and grO , the weights assigned to the
left- and right-view videos are given by

02 02
gl gr
w; = 272 and Wy = 2729 (5)
g’ +s8f g’ +3gf
respectively.

Finally, the overall prediction of 3D video quality is calcu-
lated by a weighted average of the left- and right-view video
quality:

0°° = w07 + w, 02", (©6)

where leD and Q%D denote the 2D video quality of the
left- and right-view videos, respectively.

PERFORMANCE COMPARISON OF 2D-T0-3D QUALITY PREDICTION
MODELS ON WATERLOO-IVC 3D VIDEO DATABASES

Waterloo-IVC 3D Video Database Phase I
Method PLCC SRCC RMSE
PSNR (proposed weighting) 0.8980 | 0.8366 9.6344
SSIM (proposed weighting) 0.8905 | 0.8393 9.9615
MS-SSIM (proposed weighting) 0.8838 0.8287 10.2448
IW-SSIM (proposed weighting) 0.8942 0.8364 9.8035
VQM (proposed weighting) 0.9191 0.8655 8.6273
Silva [31] 0.7416 | 0.6856 14.6893
Lin [20] 0.2986 | 0.1103 | 20.8960
Benoit [11] 0.3457 | 0.2588 | 20.5455
Yang [13] 0.5886 | 0.3769 17.6998
You [12] 0.3986 | 0.2919 | 20.0805
Chen [3] 0.3828 | 0.2988 | 20.2271
Waterloo-IVC 3D Video Database Phase 11
Method PLCC SRCC RMSE
PSNR (proposed weighting) 0.5590 0.5109 10.2154
SSIM (proposed weighting) 0.7571 0.7309 8.0487
MS-SSIM (proposed weighting) 0.6813 | 0.6377 9.0188
IW-SSIM (proposed weighting) 0.7677 0.7423 7.8943
VQM (proposed weighting) 0.8496 0.8042 6.4976
Silva [31] 0.5566 | 0.5184 10.1051
Lin [20] 0.3675 | 0.2115 11.3123
Benoit [11] 0.4074 | 0.3163 11.1085
Yang [13] 0.3828 | 0.3252 11.2372
You [12] 0.4074 0.3164 11.1084
Chen [3] 0.3682 | 0.2180 11.3092

C. Validation

The proposed 2D-to-3D video quality prediction model with
and without including the top- and side-views is firstly tested
on all stereoscopic 3D videos in Waterloo-IVC 3D video
databases. SRCC values between 3DVQ-MOS and the pre-
dicted Q3P value are reported in Table XIV. Note that in our
Phase II database, both MOS scores of stereoscopic 3D videos
and single-view 2D videos are available. This allows us to
apply the 2D-to-3D prediction models directly on 2DVQ-MOS
scores (without worrying about the accuracy of the base
2D-IQA/VQA scores when they are produced by objective
models). Our Phase I database, however, does not include
a 2D subjective experiment on single-view videos, and thus
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we choose a high performance 2D objective model, VQM, in
our current test. Meanwhile, we have used VQM to replace
2DVQ-MOS in our test with Phase II database. The results in
Table XIV suggest that the improvement by including top- and
side-views is consistent in all test cases. In practice, depending
on the affordable computational cost, we may seek the best
compromise between accuracy and speed, and choose whether
to include the front- and side-views.

Then the proposed 2D-to-3D prediction model (Front +
Top + Side) is tested on all 3D videos and each test video
group in Waterloo-IVC 3D video databases by applying
it to the ground truth 2DVQ-MOS scores (Phase II only)
and different base 2D-IQA/VQA approaches (Phase I and
Phase II). The PLCC, SRCC, and RMSE values between
3DVQ-MOS and the predicted Q3P value are given in
Table VI (all videos), Table VII (different groups in Phase I)
and Table VIII (different groups in Phase II). The correspond-
ing scatter plots are shown in Fig. 3 (b) and the second
and the fourth columns of Fig. 4. It can be observed that the
proposed 2D-to-3D model outperforms the direct averaging
method significantly with respect to 2DVQ-MOS scores and
all tested 2D-IQA/VQA approaches. For different levels of
compressions, pre- and post- processing, the proposed method,
which does not attempt to recognize the distortion types or
give any specific treatment, removes or significantly reduces
the 2D-to-3D quality prediction biases.

We have also compared the proposed method with state-of-
the-art 3D-IQA/VQA methods using both databases. PLCC,
SRCC, and RMSE values between 3DVQ-MOS and the
predicted Q3P value are reported in Table XV. From
Tables VI and XV, it can be observed that most of
these methods produce similar performance to the cases of
directly averaging PSNR, SSIM, MS-SSIM and IW-SSIM
of the left- and right-views. The only exception is the
StSD algorithm [31], which performs better than directly aver-
aging 2D-IQA methods, but worse than applying the proposed
weighting scheme on 2D-IQA/VQA methods. There may
be two explanations. First, the StSD method was developed
based on the StSD 3D Video Database, which contains weak
asymmetrically compressed stereoscopic 3D videos; Second,
the StSD method is a 3D-VQA algorithm, while all the other
methods being tested are purely 3D-IQA algorithms.

Furthermore, the R-D performance of different variations
of asymmetric stereoscopic video coding in terms of the
average and weighted 2DVQ-MOS for each test sequence
in Phase II are reported in Table XII. Again, we use the
BD-Rate as the test criterion, which provides a useful quantita-
tive measure to evaluate the R-D performance. From Table XII,
it can be seen that, compared with the bit rate savings
measured by 3DVQ-MOS, the direct averaging 2DVQ-MOS
generates substantial bias for all sequences and all mixed-
distortion combinations. On the other hand, the proposed
weighting 2DVQ-MOS significantly reduces the biases and
indicates highly consistent bit rate savings with 3DVQ-MOS.
This demonstrates great potentials of the proposed method
to be employed in perceptually inspired R-D optimization of
stereoscopic video coding systems.
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VI. CONCLUSION

The major contributions of the current paper are as follows:
first, we carried out subjective quality assessment experi-
ments on two databases (Waterloo-IVC 3D video database
Phase I and Phase II) that contain various asymmetrically
compressed stereoscopic 3D videos obtained from mixed-
resolution coding, asymmetric transform-domain quantization
coding, their combinations, and multiple choices of post-
processing techniques. Second, we compared different mixed-
distortion asymmetric stereoscopic video coding schemes with
symmetric coding methods and verified their potential coding
gains. Third, we observed a strong systematic bias when using
direct averaging of 2D video quality of both views to predict
3D video quality. Fourth, we proposed a model to account
for the prediction bias, leading to significantly improved full
reference quality predictions of stereoscopic videos. Fifth, we
showed that the proposed model can help us predict the coding
gain of mixed-distortion asymmetric video compression. In the
future, we aim to develop novel high efficiency asymmetric
3D video coding schemes, incorporating the key observations
and the proposed 3D-VQA model in this work, together with
advanced perceptual models of visual discomfort [48]—[51]
and depth perception [67].
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