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Abstract—We propose a simple but effective strategy that aims to en-
hance the performance of existing video denoising algorithms, i.e., polyview
fusion (PVF). The idea is to denoise the noisy video as a 3-D volume using a
given base 2-D denoising algorithm but applied from multiple views (front,
top, and side views). A fusion algorithm is then designed to merge the re-
sulting multiple denoised videos into one, so that the visual quality of the
fused video is improved. Extensive tests using a variety of base video-de-
noising algorithms show that the proposed PVF method leads to surpris-
ingly significant and consistent gain in terms of both peak signal-to-noise
ratio (PSNR) and structural similarity (SSIM) performance, particularly
at high noise levels, where the improvement over state-of-the-art denoising
algorithms is often more than 2 dB in PSNR.

Index Terms—Image fusion, polyview, video denoising, video quality
enhancement.

I. INTRODUCTION

Digital video has become ubiquitous and indispensable in our ev-
eryday lives. Video signals are subject to noise contaminations during
acquisition and transmission. It is highly desirable to remove/reduce
the noise in the video signal (or “denoise” the video), to enhance per-
ceived video quality, and to help improve the performance of subse-
quent processes, such as compression; segmentation; and object detec-
tion, recognition, and tracking [1].

Existing video denoising algorithms may be classified into 2-D and
3-D approaches. The simplest 2-D approaches denoise the video frame
by frame by employing 2-D still-image denoising algorithms, for which
well-known and state-of-the-art algorithms include spatially adaptive
2-D Wiener filtering (Wiener-2-D) [2], Bayes’ least-square estimation
based on the Gaussian scale mixture model (BLS-GSM) [3], nonlocal
means [4], K-SVD [5], Stein’s unbiased risk estimator-linear expan-
sion of threshold (SURE-LET) [6], and block matching and 3-D trans-
form shrinkage (BM3D) [7]. Since the correlation between neighboring
frames is completely ignored, these methods do not make use of all
available information. Advanced 2-D approaches explore the corre-
lation between adjacent frames. By incorporating motion compensa-
tion processes, state-of-the-art image denoising algorithms were ex-
tended to video, leading to the ST-GSM [8], and video SURE-LET
[9] algorithms. In [10], multiple similar patches in neighboring frames
that may not reside along a single trajectory are found. This is fol-
lowed by transform- and shrinkage-based denoising procedures. In the
video BM3D (VBM3D) method [11], similar patches in both intra-
and interframes are aggregated before a two-stage 3-D collaborative
filtering algorithm is employed for noise removal. Three-dimensional

Manuscript received April 06, 2011; revised July 11, 2011 and September
14, 2011; accepted September 24, 2011. Date of publication October 06, 2011;
date of current version March 21, 2012. This work was supported in part by the
Natural Sciences and Engineering Research Council of Canada and the Ontario
Early Researcher Award Program. Some preliminary results (with different fu-
sion approaches) of this work were presented at the International Conference
on Image Analysis and Recognition, Burnaby, BC, Canada, June 2011. The as-
sociate editor coordinating the review of this manuscript and approving it for
publication was Prof. Jose M. Bioucas-Dias.

The authors are with the Department of Electrical and Computer Engineering,
University of Waterloo, Waterloo, ON N2L 3G1, Canada (e-mail: kzeng@eng-
mail.uwaterloo.ca; zhouwang@ieee.org).

Digital Object Identifier 10.1109/TIP.2011.2170699

Fig. 1. Video signal observed from (a) front view, (b) side view, and (c) top
view.

video-denoising schemes treat video sequences as 3-D volumes. These
methods may operate in the space-time domain by adaptive weighted
local averaging [12], 3-D order-statistic filtering [13], 3-D Kalman fil-
tering [14], or 3-D Markov-model-based filtering [15]. They may also
be applied in the 3-D transform domain, where soft/hard thresholding
or Bayesian estimation is employed to eliminate noise, followed by
an inverse 3-D transform that brings the signal back to the space-time
domain [16]. Recently, 3-D-patch-based methods that achieved highly
competitive denoising performance have also been investigated [17],
[18].

To make best use of all available information, an ideal video-de-
noising algorithm would need to operate in 3-D. However, in the
presence of significant motion, direct space-time 3-D filtering or
3-D transform-based approaches are difficult to effectively cover all
motion-associated image content within local regions. On the other
hand, 2-D denoising algorithms that use intra- and/or interframe
information may be more efficient, but their performance is restricted
by not taking full advantage of the neighboring pixels in all three
dimensions simultaneously.

Here, we propose to a polyview fusion (PVF) scheme, where the
same noisy video volume is denoised using 2-D approaches but from
three different views, i.e., front, top, and side views. This is followed by
a normalization procedure inspired by the structural similarity (SSIM)
measure [19] and a fusion process based on local variance. By doing
so, the advantage of 2-D approaches is utilized, whereas each pixel
is denoised by its neighboring pixels from all three dimensions, thus
providing a compromise between 2-D and 3-D approaches.

II. PROPOSED METHOD

A digital video signal can be expressed as a 3-D function ���� �� ��
discrete in both space and time, where � and � are the horizontal and
vertical spatial indices, respectively, and � is the time index. A video is
typically played along the time axis. At any time instance � � ��, the
video is displayed as a 2-D front-view image ���� �� ���, and the image
changes for different values of ��. If we consider a video signal as 3-D
volume data, then it can also be viewed from the side or the top. This
gives two other ways to play the same video, i.e., a sequence of 2-D
top-view images ����� �� �� for different values of�� and a sequence of
2-D side-view images ���� ��� �� for different values of ��. An example
is shown in Fig. 1, where the rarely observed side- and top-view images
demonstrate some interesting regularized spatiotemporal structures.

Let � be an original noise-free video signal that is contaminated by
additive independent zero-mean noise � with standard deviation ��,
resulting in a noisy signal

	 � �� �
 (1)

A video-denoising operator ���� takes the noisy observation 	 and
maps it to an estimator of �, i.e.,

�� � ��	� (2)
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Fig. 2. Denoised frames from three different views using different denoising algorithms. (a) Original frame. (b) Noisy frame with � � ��. (c) (Left to right)
Denoised frames by SURE-LET, BLS-GSM, K-SVD, and VBM3D. (Top to bottom) Denoised frames from front, top, and side views, respectively.

so that the difference between � and �� is as small as possible.
The proposed PVF method relies on a base video-denoising algo-

rithm. The base denoiser is applied to the same noisy signal � but from
different views, resulting in multiple versions of denoised signals, i.e.,

�� � ������ � � �� � � � � �� (3)

In our current work, � � � because we have three different views, but
in principle, the general approach also applies to the cases of less or
more views, or multiple denoising algorithms. Fig. 2 shows sample de-
noised frames created by applying different denoising algorithms from
three different views. It can be observed that the denoised frames have
quite different appearances, even when the same denoising method is
applied (from different views). Some image structures preserved in one
of the views may be missing in the other views, and some artifacts that
appear in one view may also be absent from another view. This sug-
gests that the denoised frames from different views could complement
each other, and fusing them (in appropriate ways) could potentially im-
prove the denoising result. Let � � ���� ��� � � � � �� 	� be a vector that
contains all denoised results. Then, the final denoised signal �� is ob-
tained by applying a fusion operator 	 ��� to �, i.e.,

�� � ���� � 	 ��� � 	 ������������� � � � � ������ � (4)

In the case that the base denoisers ��s are predetermined, the re-
maining task is to define fusion rule 	 .

Before the fusion step, however, we first apply a normalization
process to each ��. This is inspired by the SSIM index [19], which
has been shown to be a much better predictor of the perceived image
quality than the mean squared error (MSE). Given two image patches,
the SSIM index separates the similarity measure into the luminance,
contrast, and structure components. Since the luminance and contrast
(measured by mean intensity and standard deviation, respectively) of
an image patch can be adjusted freely without changing its structure,
we can improve the SSIM measure by adapting the luminance and
contrast of each �� to match those of � while maintaining its structure.
Specifically, we compute

��� �

�


�
��� � �� � 
 �� (5)

TABLE I
SRCC BETWEEN LOCAL VARIANCE AND PSNR FOR � � ��

where �� and �� , and 
� and 
� , denote the means and standard
deviations of � and ��, respectively. The computation in (5) requires the
mean and standard deviation of �, which is not available. Fortunately,
we can estimate them from noisy signal � using (1) and known noise
properties (independence, zero mean, and known standard deviation)
by

�� � �� and 
� � 
�� � 
�� (6)

where �� and 
�� are the mean and variance of �, respectively.
Our fusion rule is based on variance weighted averaging, which can

be expressed as

�� �
�

���

�� ���

�

���

��

� (7)

This is determined by our empirical studies on the relationship be-
tween the variance and the quality of denoised video patches using
state-of-the-art video-denoising algorithms. Specifically, for three
given 3-D patches denoised by the same video denoising algorithm but
from three different views, we compute their corresponding variances
and PSNR values between the denoised and original patches. We then
calculate the Spearman rank-order correlation coefficient (SRCC)
between the three variance and three PSNR values. Table I shows
the average SRCC values (over all patches) for nine video sequences
denoised with four denoising algorithms. It can be seen that, although
a fairly large variations are observed (depending on both denoising
algorithm and video sequence), the correlations are all positive. This
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Fig. 3. Comparison of one denoised frame from the “Akiyo” sequence with and without PVF. In the SSIM quality maps, brighter pixels indicate higher SSIM
values and, thus, better quality. (a1)–(e1) Wiener2-D, SURE-LET, BLS-GSM, K-SVD, and VBM3D denoised frames without PVF. (a2)–(e2) SSIM quality maps
for (a1)–(e1). (a3)–(e3) Wiener2-D, SURE-LET, BLS-GSM, K-SVD, and VBM3D denoised frames with PVF. (a4)–(e4): SSIM quality maps for (a3)–(e3).

suggests that the patches of larger variances tend to have better image
quality, thus justifying variance-based weighting.

III. EXPERIMENTAL RESULTS

The proposed approach is tested on publicly available video se-
quences, which contain various content and rich motion styles. The
sequences are of size 144 � 176 � 144 and are contaminated by
independent zero-mean white Gaussian noise, where the standard
deviation of the noise covers a wide range between 10 and 100. After
the noisy sequences are denoised using a base denoiser along three
different views, the noisy and denoised sequences are divided into 16
� 16 � 16 nonoverlap 3-D patches, within which sample means and

variances are computed and employed in the normalization and fusion
processes described in Section II. The choices of nonoverlapping
patches and size 16 are based on compromises between the denoising
performance and complexity. In our simulations, there is no clipping
of our-of-range values in the noise contamination and denoising
processes.

All test sequences are in YCbCr 4:2:0 format, and only the denoising
results of the luma channel are reported here. Two objective criteria
PSNR and SSIM are employed to evaluate the quality of the denoised
video. Assume that � and � are the noise-free and denoised images,
respectively, and � is the dynamic range of intensity values. Then

PSNR��� �� � �� ���
��

��

MSE��� ��
� (8)
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TABLE II
PSNR AND SSIM COMPARISONS FOR SIX VIDEO-DENOISING ALGORITHMS WITH AND WITHOUT PVF

The SSIM value between two image patches is computed as

SSIM��� �� �
������ � �������� � ���

��� � ��� � �� ��� � ��� � ��

(9)

where �� and �� are small positive constants to avoid instability when
the means and variances are close to zero. This computation is applied
at each location in the image using a sliding window that moves pixel
by pixel across the image, resulting in an SSIM quality map, as demon-
strated in Fig. 3. The SSIM value between two images is then computed
as the mean of the SSIM map. Both PSNR and SSIM were computed
on a frame-by-frame basis along the temporal direction and then aver-
aged over all frames to yield the PSNR and SSIM values of the whole
sequence.

We test the proposed PVF method with diverse types of based de-
noisers, including the Wiener-2-D (using Matlab Wiener2 function),
SURE-LET [9], BLS-GSM [3], K-SVD [5], ST-GSM [8], and VBM3D
[11] algorithms. The denoising computations are conducted using the
default parameter settings of the code available to the public at [2] and
[20]–[24], respectively. Table II shows PSNR and SSIM comparisons.

Due to space limit, here, we only report the results of six sequences
at five noise levels using six base denoising methods with and without
PVF. The average improvement over nine test sequences is given in
Table III. It can be observed that the proposed PVF approach leads to
consistent performance gain over all base denoising algorithms, for all
test video sequences, and at all noise levels. The gain is particularly sig-
nificant at high noise levels, where the PSNR improvement could be 2
dB or higher upon the best video-denoising algorithms reported in the
literature. We also observe that the gain is reduced for video sequences
with significant amount of large motion.

Fig. 3 provides visual comparisons of the denoising results of one
frame extracted from “Akiyo” sequence, for which the original and
noisy frames are given in Fig. 2(a) and (b), respectively. Visual quality
improvement by the proposed PVF approach can be easily discerned
at various locations in the denoised frames. The observation is also
verified by the SSIM quality map, which provides a useful indicator of
local image quality variations.

Furthermore, another experiment has been conducted to measure the
computational complexity of the PVF operation and how it compares
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TABLE III
AVERAGE PSNR AND SSIM IMPROVEMENT OVER ALL TEST SEQUENCES

TABLE IV
COMPUTATIONAL COMPLEXITY ANALYSIS

with the complexity of the base denoisers. The results are reported in
Table IV, where the speed is measured in seconds based on Matlab im-
plementations of the algorithms on a computer with Intel Core2 Duo
CPU E8600 processor at 3.33 GHz. Although the implementations are
not speed optimal, they give us a general idea about the amount of
added complexities due to the PVF process. As can be observed, gen-
erally, the PVF procedure is of low complexity relative to the base de-
noising algorithms. The percentage of time spent on PVF ranges from
0.004% to 4.276% of the overall denoising process (where a base de-
noiser needs to be run three times and, thus, the overall process in-
creases the computational cost by a factor of 3 or more). In conclusion,
the complexity of the overall denoising algorithm mainly depends on
the complexity of the base denoiser, and the PVF portion is mostly
negligible.

IV. CONCLUSION AND DISCUSSION

A PVF approach is proposed to enhance video-denoising algorithms
by fusing denoising results from multiple views. Our experiments
demonstrate significant and consistent improvement over existing
video-denoising methods. In practice, to apply PVF, one would need
to store all video frames involved in the denoising and fusion pro-
cesses in the memory. This may be a problem in practical systems,
particularly when the video sequence is long. It is therefore preferable
to divide long sequences into segments along the temporal direction
and then denoise each segment independently. By adjusting the length
of the segments, the memory requirement can be controlled.

In the future, better denoising results may be obtained by incorpo-
rating more advanced denoising algorithms or by improving the fusion
method. Although our current implementation only fuses the denoising
results by the same base denoiser applied along three views, the gen-
eral PVF approach facilitates fusing the results of any finite number
of denoising algorithms. Two issues are critical to the success of this
approach. First, the denoising algorithms need to be complementary
to each other. Second, the fusion algorithm needs to select the best
denoising result among many or optimally assign weights to multiple
denoising results. In our current experiment, we observe that 2-D ap-
proaches from different views tend to be more complementary to each

other than 3-D approaches, which have already considered the depen-
dencies between neighboring pixels from all directions. Since the struc-
tural regularities exhibited in the top and side views are substantially
different from those in the front view (as can be observed in Fig. 2),
it is preferable to use different denoising methods that are best suited
to the corresponding views before fusing the results. Currently, no de-
noising algorithm specifically tuned to denoise from top and side views
has been developed. This gives us another interesting topic for future
study.
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