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Abstract— Objective assessment of image quality is fundamen-
tally important in many image processing tasks. In this paper,
we focus on learning blind image quality assessment (BIQA)
models, which predict the quality of a digital image with no access
to its original pristine-quality counterpart as reference. One of
the biggest challenges in learning BIQA models is the conflict
between the gigantic image space (which is in the dimension of
the number of image pixels) and the extremely limited reliable
ground truth data for training. Such data are typically collected
via subjective testing, which is cumbersome, slow, and expensive.
Here, we first show that a vast amount of reliable training
data in the form of quality-discriminable image pairs (DIPs)
can be obtained automatically at low cost by exploiting large-
scale databases with diverse image content. We then learn an
opinion-unaware BIQA (OU-BIQA, meaning that no subjective
opinions are used for training) model using RankNet, a pairwise
learning-to-rank (L2R) algorithm, from millions of DIPs, each
associated with a perceptual uncertainty level, leading to a DIP
inferred quality (dipIQ) index. Extensive experiments on four
benchmark IQA databases demonstrate that dipIQ outperforms
the state-of-the-art OU-BIQA models. The robustness of dipIQ is
also significantly improved as confirmed by the group MAximum
Differentiation competition method. Furthermore, we extend the
proposed framework by learning models with ListNet (a listwise
L2R algorithm) on quality-discriminable image lists (DIL). The
resulting DIL inferred quality index achieves an additional
performance gain.

Index Terms— Blind image quality assessment (BIQA),
learning-to-rank (L2R), dipIQ, RankNet, quality-discriminable
image pair (DIP), gMAD.

I. INTRODUCTION

OBJECTIVELY assessing image quality is of fundamen-
tal importance due in part to the massive expansion

of online image volume. Objective image quality assess-
ment (IQA) has become an active research topic over the last
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decade, with a large variety of IQA models proposed [1], [2].
They can be categorized into full-reference models (FR, where
the reference image is fully available when evaluating a dis-
torted image) [3], reduced-reference models (RR, where only
partial information about the reference image is available) [4],
and blind/no-reference models (NR, where the reference image
is not accessible) [5]. In many real-world applications, ref-
erence images are unavailable, making blind IQA (BIQA)
models highly desirable in practice.

Many BIQA models are developed by supervised learn-
ing [6]–[14] and share a common two-stage structure:
1) perception- and/or distortion-relevant features (denoted
by x) are extracted from the test image; and 2) a quality
prediction function f (x) is learned by statistical machine
learning algorithms. The performance and robustness of these
approaches rely heavily on the quality and quantity of the
ground truth data for training. The most common type of
ground truth data is in the form of the mean opinion
score (MOS), which is the average of quality ratings given by
multiple subjects. Therefore, these models are often referred
to as opinion-aware BIQA (OA-BIQA) models and may incur
the following drawbacks. First, collecting MOS via subjective
testing is slow, cumbersome, and expensive. As a result, even
the largest publicly available IQA database, TID2013 [15],
provides only 3, 000 images with MOSs. This limited num-
ber of training images is deemed extremely sparsely distrib-
uted in the entire image space, whose dimension equals the
number of pixels and is typically in the order of millions.
As such, the generalizability of BIQA models learned from
small training samples is questionable on real-world images.
Second, among thousands of sample images, only a few dozen
source reference images can be included, considering the
combinations of reference images, distortion types and levels.
For example, the TID2013 database [15] includes 25 source
images only. It is extremely unlikely that this limited number
of reference images sufficiently represent the variations that
exist in real-world images. Third, since these BIQA models
are trained with individual images to make independent quality
predictions, the cost function is blind to the relative perceptual
order between images. As a result, the learned models are
weak at ordering images with respect to their perceptual
quality.

In this paper, we show that a vast amount of reliable training
data in the form of so-called quality-discriminable image
pairs (DIP) can be generated by exploiting large-scale data-
bases with diverse image content. Each DIP is associated with
a perceptual uncertainty measure to indicate the confidence
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level of its quality discriminability. We show that such DIPs
can be generated at very low cost without resorting to subjec-
tive testing. We then employ RankNet [16], a neural network-
based pairwise learning-to-rank (L2R) algorithm [17], [18],
to learn an opinion-unaware BIQA (OU-BIQA, meaning
that no subjective opinions are used for training) model by
incorporating the uncertainty measure into the loss function.
Extensive experiments on four benchmark IQA databases
demonstrate that the DIP inferred quality (dipIQ) indices
significantly outperform previous OU-BIQA models. We also
conduct another set of experiments in which we train the
dipIQ indices using different feature representations as inputs
and compare them with OA-BIQA models using the same
representations. The generalizability and robustness of dipIQ
are improved across all four IQA databases and verified by
the group MAximum Differentiation (gMAD) competition
method [19], which examines image pairs optimally selected
from the Waterloo Exploration Database [20]. Furthermore,
we extend the proposed pairwise L2R approach for
OU-BIQA to a listwise L2R one by evoking ListNet [21]
(a listwise L2R extension of RankNet [16]) and transforming
DIPs to quality-discriminable image lists (DIL) for training.
The resulting DIL inferred quality (dilIQ) index leads to an
additional performance gain.

The remainder of the paper is organized as follows.
BIQA models and typical L2R algorithms are reviewed and
categorized in Section II. The proposed dipIQ approach is
introduced in Section III. Experimental results using dipIQ on
four benchmark IQA databases compared with state-of-the-art
BIQA models are presented in Section IV, followed by an
extension to the dilIQ model in Section V. We conclude the
paper in Section VI.

II. RELATED WORK

We first review existing BIQA models according to their
two-stage structure: feature extraction and quality prediction
model learning. We then review typical L2R algorithms.
Details of RankNet [16] are provided in Section III.

A. Existing BIQA Models

From the feature extraction point of view, three types
of knowledge can be exploited to craft useful features for
BIQA. The first is knowledge about our visual world that
summarizes the statistical regularities of undistorted images.
The second is knowledge about degradation, which can then
be explicitly taken into account to build features for particular
artifacts, such as blocking [22]–[24], blurring [25]–[27] and
ringing [28]–[30]. The third is knowledge of the human visual
system (HVS) [31], namely perceptual models derived from
visual physiological and psychophysical studies [32]–[35].
Natural scene statistics (NSS), which seek to capture the
natural statistical behavior of images, embody the three-fold
modeling in a rather elegant way [5]. NSS can be extracted
directly in the spatial domain or in transform domains such as
DFT, DCT, and wavelets [36], [37].

In the spatial domain, edges are presumably the most
important image features. The edge spread can be used to

detect blurring [38], [39], and the intensity variance in smooth
regions close to edges can indicate ringing artifacts [28].
Step edge detectors that operate at 8 × 8 block boundaries
measure the severity of discontinuities caused by JPEG com-
pression [22]. The sample entropy of intensity histograms is
used to identify image anisotropy [40], [41]. The responses
of image gradients and the Laplacian of Gaussian operators
are jointly modeled to describe the destruction of statistical
naturalness of images [12]. The singular value decomposition
of local image gradient matrices may provide a quantitative
measure of image content [42]. Mean-subtracted and contrast-
normalized pixel value statistics have also been modeled using
a generalized Gaussian distribution (GGD) [8], [43]–[45],
inspired by the adaptive gain control mechanism seen in
neurons [33].

Statistical modeling in the wavelet domain resembles the
early visual system [32], and natural images exhibit sta-
tistical regularities in the wavelet space. Specifically, it is
widely acknowledged that the marginal distribution of wavelet
coefficients of a natural image (regardless of content) has
a sharp peak near zero and heavier than Gaussian tails.
Therefore, statistics of raw [4], [6], [46], [47] and normal-
ized [48], [49] wavelet coefficients, and wavelet coefficient
correlations in the neighborhood [10], [29], [50]–[52] can be
individually or jointly modeled as image naturalness mea-
surements. The phase information of wavelet coefficients, for
example expressed as the local phase coherence, is exploited
to describe the perception of blur [26] and sharpness [53].

In the DFT domain, blur kernels can be efficiently esti-
mated [50], [51], [54] to quantify the degree of image blurring.
The regular peaks at feature frequencies can be used to identity
blocking artifacts [23], [55]. Moreover, it is generally hypothe-
sized that most perceptual information in an image is stored in
the Fourier phase rather than the Fourier amplitude [56], [57].
Phase congruency [58] is such a feature that identifies per-
ceptually significant image features at spatial locations where
Fourier components are maximally in-phase [40].

In the DCT domain, blocking artifacts can be identified
in a shifted 8 × 8 block [24]. The ratio of AC coefficients
to DC components can be interpreted as a measure of local
contrast [59]. The kurtosis of AC coefficients can be used to
quantify the structure statistics. In addition, AC coefficients
can also be jointly modeled using a GGD [7].

There is a growing interest in learning features for BIQA.
Ye et al. learned quality filters on image patches using
K-means clustering and adopted filter responses as features [9].
They then took one step further by supervised filter learn-
ing [45]. Xue et al. [60] proposed a quality-aware clustering
scheme on the high frequencies of raw patches, guided by
an FR-IQA measure [61]. Kang et al. investigated a convolu-
tional neural network to jointly learn features and nonlinear
mappings for BIQA [62].

From the model learning perspective, SVR [63], [64] is the
most commonly used tool to learn f (x) for BIQA [6], [9],
[10], [12], [45], [52]. The capabilities of neural networks to
pre-train a model without labels and to easily scale up have
also been exploited for this purpose [40], [47], [51], [62].
Another typical quality regression is the example-based



MA et al.: DIPIQ: BIQA BY L2R DIPs 3953

method, which predicts the test image quality score using the
weighted average of training image quality scores, where the
weight encodes the perceptual similarity between the test and
training images [14], [52], [60]. Saad et al. [7], [59] jointly
modeled x and MOS using a multivariate Gaussian distribu-
tion and performed prediction by maximizing the conditional
probability P(x|MOS). Similar probabilistic modeling strate-
gies have been investigated [43], [65]. Pairwise L2R algo-
rithms have also been used to learn BIQA models [66], [67].
However, in these methods, DIP generation relies solely on
MOS availability, which limits the number of DIPs produced.
Moreover, their performance is inferior to that of existing
BIQA methods. Other advanced learning algorithms include
topic modeling [68], Gaussian process [51], and multi-kernel
learning [67], [69].

B. Existing L2R Algorithms

Existing L2R algorithms can be broadly classified into three
categories based on the training data format and loss function:
pointwise, pairwise, and listwise approaches. An excellent
survey of L2R algorithms can be found in [17]. Here we only
provide a brief overview.

Pointwise approaches assume that each instance’s impor-
tance degree is known. The loss function usually examines
the prediction accuracy of each individual instance. In an early
attempt on L2R, Fuhr [70] adopted a linear regression with a
polynomial feature expansion to learn the score function f (x).
Cossock and Zhang [71] utilized a similar formulation with
some theoretical justifications for the use of the least squares
loss function. Nallapati [72] formulated L2R as a classification
problem and investigated the use of maximum entropy and
support vector machines (SVMs) to classify each instance into
two classes—relevant or irrelevant. Ordinal regression-based
pointwise L2R algorithms have also been proposed such as
PRanking [73] and SVM-based large margin principles [74].

Pairwise approaches assume that the relative order between
two instances is known or can be inferred from other ground
truth formats. The goal is to minimize the number of misclas-
sified instance pairs. In the extreme case, if all instance pairs
are correctly classified, they will be correctly ranked [17].
In RankSVM [75], Joachims creatively generated training
pairs from clickthrough data and reformulated SVM to learn
the score function f (x) from instance pairs. Proposed in 2005,
RankNet [16] was probably the first L2R algorithm used
by commercial search engines, which had a typical neural
network with a weight-sharing scheme forming its skeleton.
Tsai et al. [76] replaced RankNet’s loss function [16] with a
fidelity loss originating from quantum physics. In this paper,
RankNet is adopted as the default pairwise L2R algorithm
to learn OU-BIQA models for reasons that will be described
later. RankBoost [77] is another well-known pairwise L2R
algorithm based on AdaBoost [78] with an exponential
loss.

Listwise approaches provide the opportunity to directly
optimize ranking performance criteria [17]. Representa-
tive algorithms include SoftRank [79], SVMmap [80], and
RankGP [81]. Another subset of listwise approaches choose

to optimize listwise ranking losses. For example, as a direct
extension of RankNet, ListNet [21] duplicates RankNet’s
structure to accommodate an instance list as input and opti-
mizes a ranking loss based on the permutation probability
distribution [21]. In this paper, we also employ ListNet to learn
OU-BIQA models as an extension of the proposed pairwise
L2R approach.

III. PROPOSED PAIRWISE L2R APPROACH FOR OU-BIQA

In this section, we elaborate the proposed pairwise L2R
approach to learn OU-BIQA models. First, we propose an
automatic DIP generation engine. Each DIP is associated with
an uncertainty measure to quantify the confidence level of its
quality discriminability. Second, we detail RankNet [16] and
extend its capability to learn from the generated DIPs with
uncertainty.

A. DIP Generation

Our automatic DIP generation engine is described as
follows. We first choose three best-trusted FR-IQA models,
namely MS-SSIM [82], VIF [83], and GSMD [84]. A logistic
nonlinear function suggested in [85] is adopted to map pre-
dictions of the three models to the MOS scale of the LIVE
database [86]. After that, the score range of the three models
roughly spans [0, 100], where higher values indicate better
perceptual quality. We associate each candidate image pair
with a nonnegative T , which is equal to the smallest score
difference of the three FR models. Intuitively, the perceptual
uncertainty level of quality discriminability should decrease
monotonically with the increase of T . By varying T , we can
generate DIPs with different uncertainty levels. To quantify
the level of uncertainty, we employ a raised-cosine function
given by

U(T ) =
⎧
⎨

⎩

1
2

(

1 + cos

(
πT

Tc

))

if T ≤ Tc

0 otherwise ,

(1)

where U(T ) lies in [0, 1], with a higher value indicating a
greater degree of uncertainty and Tc is a constant, above which
the uncertainty goes to zero. In the current implementation,
we set Tc = 20, whose legitimacy can be validated from
two sources. First, the average standard deviation of MOSs on
LIVE is around 9, which is approximately half of Tc, therefore
guaranteeing the perceived discriminability of two images.
Second, based on the subjective experiments conducted by
Gao et al. [67] on LIVE, the consistency between subjects
on the relative quality of one pair increases with the absolute
difference and, when it is larger than 20, the consistency
approaches 100%. Fig. 1 shows the shape of the uncertainty
function as a function of T and some representative DIPs,
where the left images have better quality in terms of the
three chosen FR-IQA models with T > 0. All the shown
DIPs are generated from the training image set that will be
described later. It is clear that setting T close to zero produces
the highest level of uncertainty of quality discriminability.
Careful inspection of Fig. 1(a) and Fig. 1(b) reveals that
the uncertainty manifests itself in two ways. First, the right
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Fig. 1. Illustration of the perceptual uncertainty of quality discriminability of DIPs as a function of T . The left images of all DIPs have better quality in
terms of the three FR-IQA models with T > 0. However, the quality discriminability differs significantly. All images are originated from the 700 training
images and cropped for better visibility. (a)–(f) DIPs with different levels of uncertainty.

image in Fig. 1(a) has better perceived quality to many human
observers compared with the left one, which disagrees with
the three FR-IQA models. Second, both images in Fig. 1(b)
have distortions that are barely perceived by the human eye.
In other words, they have very similar perceptual quality.
The perceptual uncertainty generally decreases if T increases
and when T > 20, the DIP is clearly discriminable, further
justifying the selection of Tc = 20.

B. RankNet [16]

Given a number of DIPs, a pairwise L2R algorithm would
make use of their perceptual order to learn quality models
while taking the inherent perceptual uncertainty into account.
Here, we revisit RankNet [16], a pairwise L2R algorithm
that was the first of its kind used by commercial search

engines [17]. We extend it to learn from DIPs associated
with uncertainty. Fig. 2 shows RankNet’s architecture, which
is based on classical neural networks and has two parallel
streams to accommodate a pair of inputs. The two-stream
weights are shared, which is achieved by using the same
initializations and the same gradients during backpropaga-
tion [16]. The quality prediction function f (x), namely the
dipIQ index, is implemented by one of the streams, and the
loss function is defined on a pair of images with the help
of f . Specifically, let f (xi ) and f (x j ) be the output of the
first and second streams, whose difference is converted to a
probability using

Pij ( f ) = exp
(

f (xi ) − f (x j )
)

1 + exp
(

f (xi ) − f (x j )
) , (2)
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Fig. 2. The architecture of dipIQ based on RankNet [16]. (a)–(f) DIPs with
different levels of uncertainty.

based on which we define the cross entropy loss as

L( f ; xi , x j , P̄i j ) = −P̄i j log Pij − (1 − P̄i j ) log(1 − Pij )

= −P̄i j
(

f (xi ) − f (x j )
)

+ log
(
1 + exp

(
f (xi ) − f (x j )

))
, (3)

where P̄i j is the ground truth label associated with the training
pair, consisting of the i -th and j -th images. In the case of DIPs
described in the Section III-A, P̄i j is always 0 or 1, indicating
that the quality of the i -th image is worse or better than the
j -th one. Within the mini-batch stochastic gradient minimiza-
tion framework, we define the batch-level loss function using
the perceptual uncertainty of each DIP as a weighting factor

Lb( f ) =
∑

〈i, j 〉∈B
(1 − Uij )L( f ; xi , x j , P̄i j ), (4)

where B is the batch containing the DIP indices currently
being trained. As Eq. (4) makes clear, DIPs with higher
uncertainty contribute less to the overall loss. With some
derivations, we obtain the gradient of Lb with respect to the
model parameters collectively denoted by w as follows

∂Lb( f )

∂w
=

∑

〈i, j 〉∈B

(

−P̄i j + exp
(

f (xi ) − f (x j )
)

1 + exp
(

f (xi ) − f (x j )
)

)

×
(

1 − Uij

) (
∂ f (xi )

∂w
− ∂ f (x j )

∂w

)

. (5)

In the case of a linear dipIQ containing no hidden layers and
no nonlinear activations, Eq. (3) is reduced to

L(w; xi , x j , P̄i j ) = −P̄i j

(
wT (xi − x j )

)

+ log(1 + exp(wT (xi − x j )), (6)

which is easily recognized as logistic regression. The convex-
ity of Eq. (6) ensures the global optimality of the solution.
We investigate both linear and nonlinear dipIQ cases with
the cross entropy as loss. In fact, any probability distribu-
tion measures can be adopted as alternatives. For example,

Tsai et al. [76] proposed a fidelity loss measure from quan-
tum physics. We find in our experiments that the fidelity
loss impairs performance, so we use the cross entropy loss
throughout the paper.

We select RankNet [16] as our first choice of pairwise
L2R algorithm for two reasons. First, it is capable of han-
dling a large number (millions) of training samples using
stochastic or mini-batch gradient descent algorithms. By con-
trast, the training of other pairwise L2R methods such as
RankSVM [75], even with a linear kernel, is painfully slow.
Second, since RankNet [16] embodies classical neural network
architectures, we embrace the latest advances in training deep
neural networks [87], [88] and can easily upscale the network
by adding more hidden layers to learn powerful nonlinear
quality prediction functions.

IV. EXPERIMENTS

In this section, we first provide thorough implementation
details of RankNet [16] to learn OU-BIQA models. We then
describe the experimental protocol based on which a fair
comparison is conducted between dipIQ and state-of-the-art
BIQA models. After that, we discuss how to extend the
proposed pairwise L2R approach for OU-BIQA to a listwise
one that could possibly boost the performance.

A. Implementation Details

1) Training Set Construction: We collect 840 high quality
and high resolution natural images to represent scenes we
see in the real world. They can be roughly clustered into
seven groups: human, animal, plant, landscape, cityscape, still-
life, and transportation. Sample source images are shown
in Fig. 3. We preprocess each source image by down-sampling
it using a bicubic kernel so that the maximum height or width
is 768. Following the procedures described in [19], we add
four distortion types, namely JPEG and JPEG2000 (JP2K)
compression, white Gaussian noise contamination (WN), and
Gaussian blur (BLUR), each with five distortion levels. As a
result, our training set consists of 17, 640 test images, with
840 source and 16, 800 distorted images. We randomly hold
out 140 source images and their corresponding distorted
images and use them as the validation set. For the rest
14, 700 images, we adopt the proposed DIP generation engine
to produce more than 80 million DIPs, which constitute our
training set.

2) Base Feature: We adopt CORNIA features [9] to
represent test images because they appear to be highly com-
petitive in a recent gMAD competition on the Waterloo
Exploration Database [19]. In addition, a top performing
OU-BIQA model, BLISS [89], also chooses CORNIA features
as input and trains on synthetic scores. As such, we offer
a fair testing bed to compare dipIQ learned by a pairwise
L2R approach (RankNet [16]) against BLISS [89] learned by
a regression method (SVR).

3) RankNet Instantiation: We investigate both linear and
nonlinear dipIQ models, denoted by dipIQ∗ and dipIQ, respec-
tively. The input dimension to RankNet is 20, 000, equaling
the feature dimension in CORNIA [9]. The loss layer is
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Fig. 3. Sample source images in the training set. (a) Human. (b) Animal. (c) Plant. (d) Landscape. (e) Cityscape. (f) Still-life. (g) Transportation. All images
are cropped for better visibility.

implemented by the cross entropy function in Eq. (3). For
dipIQ∗, the input layer is directly connected to the output
layer without adding hidden layers or going through nonlinear
transforms. The use of the cross entropy loss ensures the
convexity of the optimization problem. For dipIQ, we add
3 hidden layers, which have a 256 - 128 - 3 structure.
All layers are fully connected, followed by rectified linear
units (ReLU) [90] as nonlinearity activations. We choose the
node number of the third hidden layer to be 3 so that we can
visualize the 3D embedding of test images. Other choices are
somewhat ad-hoc, and a more careful exploration of alternative
architectures could potentially lead to significant performance
improvements.

The RankNet training procedure generally follows
Simonyan and Zisserman [91]. Specifically, the training is
carried out by optimizing the cross entropy function using
mini-batch gradient descent with momentum. The weights of
the two streams in RankNet are shared. The batch size is set
to 512, and momentum to 0.9. The training is regularized
by weight decay (the L2 penalty multiplier set to 5 × 10−4).
The learning rate is fixed to 10−4. Since we have a plenty
of DIPs (more than 80 million) for training, each DIP is
exposed to the learning algorithm once and only once. The
learning stops when the entire set of DIPs have been swept.
The weights that achieve the lowest validation set loss are
used for testing.

B. Experimental Protocol

1) Databases: Four IQA databases are used to com-
pare dipIQ with state-of-the-art BIQA measures. They are
LIVE [86], CSIQ [92], TID2013 [15] and Waterloo Explo-
ration Database [20]. The first three are small subject-rated
IQA databases that are widely adopted to benchmark objective
IQA models. Each test image is associated with an MOS to

represent its perceptual quality. In our experiments, we only
consider distortion types that are shared by all four databases,
namely JP2K, JPEG, WN, and BLUR. As a result, LIVE [86],
CSIQ [92], and TID2013 [15] contain 634, 600, and 500 test
images, respectively. The Exploration database contains
4, 744 reference and 94, 880 distorted images. Although the
MOS of each test image is not available in the Exploration
database, innovative evaluation criteria are employed to com-
pare BIQA measures as will be specified next.

2) Evaluation Criteria: We use five evaluation criteria to
compare the performance of BIQA measures. The first two
are included in previous tests carried out by the video quality
experts group (VQEG) [93]. Others are introduced in [20] to
take into account image databases without MOS. Details are
given as follows.

• Spearman’s rank-order correlation coefficient (SRCC) is
defined as

SRCC = 1 − 6
∑

i d2
i

N(N2 − 1)
, (7)

where N is the number of images in a database and di is
the difference between the i -th image’s ranks in the MOS
and model prediction.

• Pearson linear correlation coefficient (PLCC) is computed
by

PLCC =
∑

i (si − s̄)(qi − q̄)
√∑

i (si − s̄)2
√∑

i (qi − q̄)2
, (8)

where si and qi stand for the MOS and model prediction
of the i -th image, respectively.

• Pristine/distorted image discriminability test (D-test) con-
siders pristine and distorted images as two distinct
classes, and aims to measure how well an IQA model
is able to separate the two classes. More specifically,
indices of pristine and distorted images are grouped into
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sets Sp and Sd , respectively. A threshold T is adopted
to classify images such that S′

p = {i |qi > T } and
S′

d = {i |qi ≤ T }. The average correct classification rate
is defined as

R = 1

2

( |Sp ∩ S′
p|

|Sp| + |Sd ∩ S′
d |

|Sd |

)

. (9)

The value of T should be optimized to yield the
maximum correct classification rate, which results in a
discriminability index

D = max
T

R(T ). (10)

D lies in [0, 1] with a larger value indicating a better
separability between pristine and distorted images.

• Listwise ranking consistency test (L-test) evaluates the
robustness of IQA models when rating images with the
same content and the same distortion type but different
distortion levels. The assumption is that the quality of
an image degrades monotonically with the increase of
the distortion level for any distortion type. Given a
database with S source images, K distortion types and
Q distortion levels, the average SRCC is used to quantify
the ranking consistency between distortion levels and
model predictions

Ls = 1

SK

S∑

i=1

K∑

j=1

SRCC(li j , qi j ), (11)

where li j and qi j represent the distortion levels and the
corresponding distortion/quality scores given by a model
to the set of images that are from the same (i -th) source
image and have the same ( j -th) distortion type.

• Pairwise preference consistency test (P-test) compares the
performance of IQA models on a number of DIPs, whose
generation is similar to what is described Section III-A
but with a stricter rule [20]. A good IQA model should
give concordant preferences with respect to DIPs. Assum-
ing that an image database contains M DIPs and that the
number of concordant pairs of an IQA model (meaning
that the model predicts the correct preference) is Mc,
the pairwise preference consistency ratio is defined as

P = Mc

M
. (12)

P lies in [0, 1] with a higher value indicating better
performance. We also denote the number of incorrect
preference predictions as Mi = M − Mc.

SRCC and PLCC are applied to LIVE [86], CSIQ [92],
and TID2013 [15], while the D-test, L-test, and P-test are
applied to the Waterloo Exploration Database. Note that the
use of PLCC requires a nonlinear function q̂ = (β1 −β2)/(1+
exp(−(q − β3)/|β4|)) + β2 to map raw model predictions to
the MOS scale. Following Mittal et al. [8] and Ye et al. [89],
in our experiments we randomly choose 80% reference images
along with their corresponding distorted versions to estimate
{βi |i = 1, 2, 3, 4}, and use the rest 20% images for testing.
This procedure is repeated 1, 000 times and the median SRCC
and PLCC values are reported.

TABLE I

MEDIAN SRCC AND PLCC RESULTS ACROSS
1, 000 SESSIONS ON LIVE [86]

TABLE II

MEDIAN SRCC AND PLCC RESULTS ACROSS
1, 000 SESSIONS ON CSIQ [86]

C. Experimental Results

1) Comparison With FR and OU-BIQA Models: We com-
pare dipIQ with two well-known FR-IQA models: PSNR
(whose largest value is clipped at 60 dB in order to perform
a reasonable parameter estimation) and SSIM [94] (whose
implementation used in the paper involves a down-sampling
process [95]) and previous OU-BIQA models, including
QAC [60], NIQE [43], ILNIQE [65], and BLISS [89]. The
implementations of QAC [60], NIQE [43], and ILNIQE [65]
are obtained from the original authors. To the best of our
knowledge, the complete implementation of BLISS [89] is not
publicly available. Therefore, to make a fair comparison we
train BLISS [89] on the same 700 reference images and their
distorted versions, which have been used to train dipIQ. The
labels are synthesized using the method in [89]. The training
toolbox and parameter settings are inherited from the original
paper [89].

Tables I, II, and III list comparison results between dipIQ
and existing OU-BIQA models in terms of median SRCC and
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Fig. 4. The noisiness of the synthetic score [89]. (a) Synthetic score = 10. (b) Synthetic score = 10. (c) Synthetic score = 40. (a) has worse perceptual
quality than (b), which in turn has approximately the same quality compared with (c). Both two cases are in disagreement with the synthetic score [89].
Images are selected from the training set.

TABLE III

MEDIAN SRCC AND PLCC RESULTS ACROSS
1, 000 SESSIONS ON TID2013 [15]

PLCC values on LIVE [86], CSIQ [92], and TID2013 [15],
respectively. Both dipIQ∗ and dipIQ outperform all previous
OU-BIQA models on LIVE [86] and CSIQ [92], and are
comparable to ILNIQE [65] on TID2013 [15]. Although both
dipIQ∗ and BLISS [89] learn a linear prediction function
using CORNIA features as inputs [9], we observe consis-
tent performance gains of dipIQ∗ across all three databases
over BLISS [89]. This may be because dipIQ∗ learns from
more reliable data (DIPs) with uncertainty weighting, whereas
the training labels (synthetic scores) for BLISS are noisier,
as exemplified in Fig. 4. It is not hard to observe that
Fig. 4(a) has clearly worse perceptual quality than Fig. 4(b),
which in turn has approximately the same quality compared
with Fig. 4(c). Both two cases are in disagreement with the
synthetic score [89].

To ascertain that the improvement of dipIQ is statistically
significant, we carry out a two sample T-test (with a 95%
confidence) between PLCC values obtained by different
models on LIVE [86]. After comparing every possible pairs
of OU-BIQA models, the results are summarized in Table V,
where a symbol “1” means the row model performs signifi-
cantly better than the column model, a symbol “0” means the
opposite, and a symbol “-” indicates that the row and column

TABLE IV

THE D-TEST, L-TEST AND P-TEST RESULTS ON THE WATERLOO
EXPLORATION DATABASE [20].

models are statistically indistinguishable. It can be observed
that dipIQ is statistically better than dipIQ∗, which is better
than all previous OU-BIQA models.

Table IV shows the results on the Waterloo Explo-
ration Database. dipIQ∗ and dipIQ outperform all previous
OU-BIQA models in the D-test and P-test, and are compet-
itive in the L-test, whose performance is slightly inferior to
NIQE [43] and ILNIQE [65]. By learning from examples with
a variety of image content, dipIQ is able to crush the number
of incorrect preference predictions in the P-test down to around
130, 000 out of more than 1 billion candidate DIPs.

In order to gain intuitions on why the generalizability of
dipIQ is excellent even without MOS for training, we visualize
the 3D embedding of the LIVE database [86] in Fig 5,
using the learned 3D features from the third hidden layer
of dipIQ. We can see that the learned representation is able
to cluster test images according to the distortion type, and
meanwhile align them with respect to their perceptual quality
in a meaningful way, where high quality images are clamped
together regardless of image content.

2) Comparison With OA-BIQA Models: In the second set
of experiments, we train dipIQ using different feature rep-
resentations as inputs and compare with OA-BIQA models
using the same representations and MOS for training.
BRISQUE [8] and DIIVINE [10] are selected as represen-
tative features extracted from the spatial and wavelet domain,
respectively. We also compare dipIQ with CORNIA [9], whose
features are adopted as the default input to dipIQ. We re-train
BRISQUE [8], DIIVINE [10], and CORNIA [9] on the
LIVE database, whose learning tools and parameter settings
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Fig. 5. 3D embedding of the LIVE database [86]. (a) Color encodes distortion type. (b) Color encodes quality; the warmer, the better. The learned features
from the third hidden layer of dipIQ are able to cluster images based on distortion types and align them in a perceptually meaningful way.

TABLE V

STATISTICAL SIGNIFICANCE MATRIX BASED ON THE HYPOTHESIS TESTING. A SYMBOL “1” MEANS THAT THE PERFORMANCE
OF THE ROW ALGORITHM IS STATISTICALLY BETTER THAN THAT OF THE COLUMN ALGORITHM, A SYMBOL “0”

MEANS THAT THE ROW ALGORITHM IS STATISTICALLY WORSE, AND A SYMBOL “−” MEANS THAT THE

ROW AND COLUMN ALGORITHMS ARE STATISTICALLY INDISTINGUISHABLE

TABLE VI

MEDIAN SRCC AND PLCC RESULTS ACROSS 1, 000 SESSIONS, TRAINING

ON LIVE [86] AND TESTING ON CSIQ [92]. THE SUPERSCRIPTS
B AND D INDICATE THAT THE INPUT FEATURES

OF DIPIQ ARE FROM BRISQUE [8] AND

DIIVINE [10], RESPECTIVELY

follow their respective papers. We adjust the dimension of
the input layer of dipIQ to accommodate features of different
dimensions and train them on the 700 reference images and
their distorted versions, as described in IV-A. All models
are tested on CSIQ [92], TID2013 [15] and the Exportation
database [20]. From Tables VI, VII, and VIII, we observe

TABLE VII

MEDIAN SRCC AND PLCC RESULTS ACROSS 1, 000 SESSIONS,
TRAINING ON LIVE [86] AND TESTING ON TID2013 [15]

that dipIQ consistently performs better than the corresponding
OA-BIQA model on CSIQ [92] and the Exploration database,
and is comparable on TID2013 [15]. The reason we do not
obtain noticeable performance gains on TID2013 [15] may be
that TID2013 [15] has 18 references images originated from
LIVE [86], based on which the OA-BIQA models have been
trained. This creates dependencies between training and testing
sets. We may also draw conclusions about the effectiveness
of the feature representations based on their performance
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TABLE VIII

THE D-TEST, L-TEST AND P-TEST RESULTS ON THE EXPLORATION
DATABASE [20], TRAINING ON LIVE [86]

Fig. 6. gMAD competition between dipIQB and BRISQUE [8]. (a) best
BRISQUE for fixed dipIQB . (b) worst BRISQUE for fixed dipIQB . (c) best
dipIQB for fixed BRISQUE. (d) worst dipIQB for fixed BRISQUE.

under the same pairwise L2R framework: generally speaking,
CORNIA [9] features > BRISQUE [8] features >
DIIVINE [10] features.

We further compare dipIQB and BRISQUE [8] using the
gMAD competition methodology on the Waterloo Exploration
Database. Specifically, we first find a pair of images that have
the maximum and minimum dipIQB values from a subset of
images in the Exploration database, where BRISQUE [8] rates
them to have the same quality. We then repeat this procedure,
but with the roles of dipIQB and BRISQUE [8] exchanged.
The two image pairs are shown in Fig. 6, from which we
conclude that images in the first row exhibits approximately
the same perceptual quality (in agreement with dipIQB) and
those in the second row has drastically different perceptual
quality (in disagreement with BRISQUE [8]). This verifies
that the robustness of dipIQB is significantly improved over
BRISQUE [8] using the same feature representations and MOS
for training. Similar gMAD competition results are obtained
across all quality levels, and for dipIQD versus DIIVINE [10]
and dipIQ versus CORNIA [9].

In summary, the proposed pairwise L2R approach is proved
to learn OU-BIQA models with improved generalizability and
robustness compared with OA-BIQA models using the same
feature representations and MOS for training.

V. LISTWISE L2R APPROACH FOR OU-BIQA

In this section, we extend the proposed pairwise L2R
approach for OU-BIQA to a listwise L2R one. Specifically,
we first construct three-element DILs by concatenating DIPs.
For example, given two DIPs 〈i, j〉 and 〈 j, k〉 with the same
level of uncertainty, we create a list 〈i, j, k〉 with the ground
truth label P̄i j k = 1, indicating that the quality of the i -th
image is better than the j -th image, whose quality is better
than the k-th image. The uncertainty level is transferred as
well. We then employ ListNet [21], a listwise L2R extension
of RankNet [16] to learn OU-BIQA models. The major differ-
ences between ListNet and RankNet are twofold. First, ListNet
can have multiple streams with the same weights to accom-
modate a list of inputs, where each stream is implemented
by a classical neural network architecture similar to RankNet,
as shown in Fig. 2. In this paper, we instantiate a three-
stream ListNet to fit three-element DILs. Second, the loss
function of ListNet is defined using the concept of permutation
probability. More specifically, we define a permutation π =
〈π(1), π(2), . . . , π(n)〉 on a list of n instances as a bijection
from {1, 2, .., n} to itself, where π( j) denotes the instance
at position j in the permutation. The set of all possible
permutations of n instances is termed as �. We define the
probability of permutation π given the list of predicted scores
{ f (xi )} as

Pπ ( f ) =
n∏

j=1

exp
(

f (xπ( j ))
)

n∑

k= j
exp

(
f (xπ(k))

)
, (13)

which satisfies Pπ( f ) > 0 and
∑

π∈� Pπ ( f ) = 1 as proved
in [21]. The loss function can then be defined as the cross
entropy function between the ground truth and permutation
probabilities

L( f ; {xi}, {P̄π }) = −
∑

π∈�

P̄π log(Pπ). (14)

When n = 2, the loss function of ListNet [21] in Eq. (14)
becomes equivalent to that of RankNet [16] in Eq. (3). In the
case of three-element DILs, we have P̄π = 1, if π = 〈i, j, k〉
and P̄π = 0 otherwise. Therefore, the loss function in Eq. (14)
can be simplified as

L( f ; xi , x j , xk, P̄i j k)

= − f (xi ) − f (x j ) + log

⎛

⎝
∑

l∈{i, j,k}
exp ( f (xl))

⎞

⎠

+ log

⎛

⎝
∑

l∈{ j,k}
exp ( f (xl))

⎞

⎠ , (15)

based on which we define the batch-level loss as

Lb( f ) =
∑

〈i, j,k〉∈B
(1 − Uijk)L( f ; xi , x j , xk, P̄i j k ), (16)

where Uijk is the uncertainty level of the list, transferred from
the corresponding DIPs. The gradient of Eq. (16) w.r.t. the
parameters w can be easily derived. Note that ListNet [21]
does not add new parameters.
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TABLE IX

MEDIAN SRCC AND PLCC RESULTS ACROSS 1, 000 SESSIONS
ON LIVE [86], USING LISTNET [21] FOR TRAINING

TABLE X

MEDIAN SRCC AND PLCC RESULTS ACROSS 1, 000 SESSIONS

ON CSIQ [92], USING LISTNET [21] FOR TRAINING

TABLE XI

MEDIAN SRCC AND PLCC RESULTS ACROSS 1, 000 SESSIONS
ON TID2013 [15], USING LISTNET [21] FOR TRAINING

TABLE XII

THE D-TEST, L-TEST AND P-TEST RESULTS ON THE EXPLORATION

DATABASE [20], USING LISTNET [21] FOR TRAINING

We generate 50 million DILs from the available DIPs as
the training data for ListNet [21]. The training procedure is
exactly the same as training RankNet [16]. The training stops
when the entire set of image lists have been swept once. The
weights that achieve the lowest validation set loss are used for
testing.

We list the comparison results between dilIQ trained
by ListNet [21] and the baseline dipIQ on LIVE [86],
CSIQ [92], TID2013 [15], and the Exploration database
in Tables IX, X, XI, and XII, respectively. Remarkable per-
formance improvements have been achieved on CSIQ and
TID2013. This may be because the ranking position infor-
mation is made explicit to the learning process. dilIQ is
comparable to dipIQ on LIVE and the Exploration database.

VI. CONCLUSION AND FUTURE WORK

In this paper, we have proposed an OU-BIQA model,
namely dipIQ, using RankNet [16]. The input to the dipIQ
training model are an enormous number of DIPs, not obtained
by expensive subjective testing but automatically generated

with the help of most trusted FR-IQA models at low cost.
Extensive experimental results demonstrate the effectiveness of
the proposed dipIQ indices with higher accuracy and improved
robustness in content variations. We also learn an OU-BIQA
model, namely dilIQ, using a listwise L2R approach, which
achieves an additional performance gain.

The current work opens the door to a new class of
OU-BIQA models and can be extended in many ways. First,
novel image pair and list generation engines may be developed
to account for situations that reference images are not avail-
able (or do not ever exist). Second, advanced L2R algorithms
are worth exploring to improve the quality prediction perfor-
mance. Third, in practice, a pair of images may be regarded
as having indiscriminable quality. Such knowledge could be
obtained either from subjective testing (e.g., paired comparison
between images) or from the image source (e.g., two pristine
images acquired from the same source), and is informative
in constraining the behavior of an objective quality model.
The current learning framework needs to be improved in
order to learn from such quality-indiscriminable image pairs.
Fourth, given the powerful DIP generation engine developed
in the current work and the remarkable success of recent
deep convolutional neural networks, it may become feasible
to develop end-to-end BIQA models that bypass the feature
extraction process and achieve even stronger robustness and
generalizability.
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