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Abstract—Objective predictor of perceived modifications to im-
ages, or the so-called Photoshop metric, finds many applications
and is particularly desirable in the fashion industry. A promising
solution to the problem is information distance, which measures
the minimal number of bits required to transform one object
to another. The application of information distance measures to
photo editing assessment, however, is perplexed by human visual
system characteristics, such as the difference in attention levels
to different parts of an image, and the varying sensitivity at
detecting different types of image distortions. Here we make
one of the first attempts to develop an information distance
based measure for Photoshop metric, where information distance-
based features are used to train a Support Vector Regressor
(SVR). Experimental results show that the proposed metric is
well correlated with mean human observer ratings.

I. INTRODUCTION

Editors of fashion magazines have long been criticized for
publishing altered images of celebrities and fashion models,
often making them look flawlessly attractive. Such modifica-
tions, while appealing to the average reader, have been linked
to mental and physical disorders in younger generations, and
have given rise to calls by politicians in many countries such
as UK, France, and Israel to provide labels for altered images
of this kind [1]–[3]. In similar cases, Photoshop scandals of
celebrities on the Internet have shocked Hollywood commu-
nity, and have raised the question of how much editing is
considered too much in this business.

Inspired by dire need for an automatic rating system of
photoshopped images for the fashion industry, Farid and Kee
proposed an algorithm which represents human perception of
photo manipulations [4]. In this work, we propose a different
approach by introducing a set of information theoretic features
which are capable of predicting a perceptual score for a pair
of original and modified images, such that the predicted score
is correlated with the human perception of modifications.

Information distance features are based on measuring the
minimal number of bits required to transform the original
image to the edited image and vice versa. While these fea-
tures are capable of describing the modifications in detail,
in some cases, the Human Visual System (HVS) does not
distinguish subtle modifications that might translate into a
long information distance that require a large number of
bits to describe the modifications. In our previous works we
have shown promising applications of information distances

in image similarity and quality assessment [5], [6] Here we
opt to a machine learning algorithm built upon such features
and trained by a human observer rated database to predict
human ratings. In effect, the machine learning algorithm gives
the information distance features the flexibility they require to
predict scores that are not only consistent with the amount of
modifications, but also consider characteristics of the HVS in
distinguishing these modifications.

II. RELATED WORK

Kee and Farid proposed a measure that quantifies image
modifications perceptually [4]. Eight summary statistics fea-
tures extracted from 468 pairs of original and altered images
rated by human observers were used to train a Support Vector
Regressor (SVR) to predict the Mean Opinion Scores (MOS)
of the images. The features are divided into two groups, and
are intended to measure the impact of geometric modifications
and photometric modifications on the modified picture.

Geometric distortions between the original and edited im-
ages are modeled using a 6-parameter affine model along with
two extra parameters to model the brightness and contrast
changes [7]. The photometric features are designed to capture
the effect of sharpening or blurring, and other structural
distortions that might occur during modification of images. In
order to quantify the effect of photometric modifications that
are not captured by previous steps, SSIM [8] is calculated on
the luminance channel of the warped before and after images,
and the mean and standard deviation of SSIM are used as two
additional features which embody basic blurring, sharpening
and special effects by various photoshop filters [4]. These
features are then scaled into the range [-1,1] and are fed into a
nu-SVR tool with Gaussian radial basis kernel [9] along with
human observer ratings for training. The training set consists
of a diverse set of original and retouched images collected
from online sources. 390 users were paid to rate these images
on a scale of 1 to 5 on Amazon’s Mechanical Turk website.
Each user was shown a total of 50 images, including a random
set of five images three times to measure the consistency of
responses. The SVR parameters γ and c are fine tuned using
a 2D grid search to maximize the correlation coefficient of
each training set. The algorithm is tested using leave-one-out
cross-validation by training the SVR using 467 images and
predicting the score for the remaining image. This process is



repeated 468 times and the score for each image is predicted.
The authors report 80% correlation between the predicted
scores and the mean observer scores with a mean/median
absolute error of 0.3/0.24, a maximum absolute error of 1.19
and a standard deviation of 0.249.

The implementation of the aforementioned algorithm was
not published. Two groups of researchers attempted to re-
produce the results but with limited success. The first group
applied a reimplementation of the algorithm to a subset of
images in the database due to computational limitations.
Their result has less than six percent correlation between
the predicted scores and mean observer ratings using 5-fold
cross validation [10]. The second group developed a dataset
of 137 images and applied a modified version of the original
algorithm. They report a 65.2 percent correlation between the
predicted scores and mean observer ratings [11].

Both groups published their reimplementations online. Ap-
plying them to the original dataset using leave-one-out cross-
validation, we obtain a correlation of less than 30% with the
mean observer ratings in both cases. We have also attempted
to reimplement the original algorithm and obtained similar
results. Therefore, we modify upon the algorithm by enforcing
symmetry in learning the filter used for feature extraction, and
by projecting the vector fields onto a gradient of luminance
channel before computing the related features. The predicted
scores of our modified algorithm have 57.4% correlation with
the mean observer ratings, with a mean/median absolute error
of 0.42/0.37, a maximum error of 1.7063, and a standard
deviation of 0.3.

III. INFORMATION DISTANCE METHOD

A. Feature Extraction

In this section, we introduce a set of information distance
based features which will be used for training the SVR using
human observer data.

The first set of features are selected to measure the effect of
geometric modifications. We start by aligning the before and
after images using the registration technique [4]. Assuming
that fa and fb are local regions of the luminance channel of
the original and edited images, respectively, we have:

cfa(x, y) + b = fb(m1x+m2y + tx,m3x+m4y + ty) (1)

where the mi terms are affine parameters, and c and b are con-
trast and luminance change parameters. Using this registration,
a two dimensional vector field of geometric transformations
can be built as follows [7]:

−→v (x, y) =

(
m1x+m2y + tx − x
m3x+m4y + ty − y

)
. (2)

The mean and standard deviation of the magnitude of the
vector field in (2) projected onto the gradient vector field of
the image, and computed over the face and body regions are
taken to be the geometric features. These features are defined
for face, hair, and body regions respectively, and are computed
using motion vectors in the direction of X and Y extracted

from the vector field (2). The motion vectors are inserted into
column vectors of a matrix M such that:

M =
(
Mx My

)
. (3)

Assuming that motion vectors in X and Y directions are fol-
lowing a joint Gaussian distribution, Mx,My ∼ N(µM ,ΣM )
we have:

h(Mx,My) =
1

2
log(2πe)2|ΣM |, (4)

where |ΣM | is the determinant of the covariance of M , and
we take log(|ΣM |) computed over face, body, and hair regions
as our geometric features.

The aligned images are then transformed into the La∗b∗

color space, [12], and the second set of features are selected
to be La∗b∗ differential entropy features. These features are
designed to quantify modifications to La∗b∗ pixel domain such
as color change, noise and structural changes not captured
by registration. These features are defined for face, body and
hair separately by subtracting each channel of before and after
images directly and inserting it into column vectors ∆L, ∆a∗,
and ∆b∗. The vectors are then inserted in the columns of a
matrix ∆:

∆ =
(

∆L ∆a∗ ∆b∗
)
. (5)

Since the differential entropy of joint Gaussian distribution is
a higher bound for the differential entropy of all distributions
of the same covariance structure [13], we assume that the
observation vectors follow a joint Gaussian distribution. In this
case the differential entropy of a joint Gaussian distribution
∆L,∆a∗,∆b∗ ∼ N(µ∆,Σ∆) is:

h(∆L,∆a∗,∆b∗) =
1

2
log(2πe)3|Σ∆|, (6)

where Σ represents the covariance matrix of ∆, and |Σ∆|
represents its determinant. We take log(|Σ∆|) computed over
the regions of face, hair and body, respectively, as our La∗b∗

entropy features.

B. Results and Discussion

Both sets of features are carefully selected to quantify
a higher bound on the average number of bits required to
describe the modifications carried out on the original image
to reach the edited image. While these features show some
correlation with the mean observer ratings, it must be taken
into consideration that the visual system may not react evenly
across different types of image modifications in proportion to
the mathematical information distance measures. For example,
certain regions such as human faces may attract more visual
attention, and some subtle changes in image may not be
noticeable by the visual system. Specifically, we used a nu-
SVR with Gaussian kernel implemented in LIBSVM [9] to
train a predictor using information distance features as the
input. The parameters, γ and c were selected to maximize
the correlation of the predicted scores and the mean observer
ratings in both leave-one-out cross-validation and 1-fold cross-
validation (train-all/test-all) schemes by an exhaustive search
over a range of possible values. The predicted scores have 76



percent correlation with mean observer ratings in this case.
Figures 1 and 2 show examples of the original and edited
images with their corresponding mean observer scores and
predicted scores by the proposed method. It can be seen that
the proposed method is capable of predicting the scores with
higher accuracy when the nature of modifications are geomet-
ric, and the performance degrades when more complicated
editing filters are used. Figure 3 shows the result of leave-
one-out cross validation of the method on (a) 234 and (b)
100 randomly selected images. The Pearson linear correlations
between the predicted scores and mean observer ratings in this
case are 72% and 74%, respectively. The algorithm was also
verified by randomly dividing the dataset into training and
testing sets, and averaging the correlations of the predicted
scores with mean observer scores for 1000 times. The average
correlation of the predicted scores with MOS in this case is
65% with a standard deviation of 13%.

(MOS: 3.78 / P: 3.78) (MOS:3.64 / P:3.89) (MOS: 3.42 / P: 3.42)

Fig. 1: Good Examples: Geometric modifications

In comparison, the prediction performance of the proposed
method built upon information distance features is significantly
better than our reimplementation of the algorithm described
in [4], and is similar to that reported in [4]. Analysis shows
that the proposed method and the method in [4] are both
overcompensating when observer scores are in the lower range
and undercompensating when the observer scores are in the
higher range. The results of both methods stay in the range
of plus/minus one standard deviation of the observer ratings.
The distribution of mean observer scores and the predicted
scores by individual observer ratings are shown in Figure 4.
As expected, the density of individual observer ratings are
higher in the intervals where the mean observer ratings and the
predicted ratings are consistent. This suggests the soundness
of both the subjective test and the predicted results.

(MOS: 4.62 / P: 3.31) (MOS:3.56 / P:2.53) (MOS: 4.08 / P: 2.89)

Fig. 2: Bad Examples: Photometric modifications

IV. CONCLUSION

We propose a set of information distance features, based
on which we develop a perceptual image similarity measure
for photo retouching applications. The features were tested
on an observer rated dataset of original and modified images.
It was shown that the features are effective at predicting the
perceptual distortions of retouched images. Compared with the
existing method [4], the proposed method has significantly
lower complexity in feature extraction and competitive perfor-
mance in prediction accuracy.
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