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Abstract—Image similarity measurement is a common issue
in a broad range of applications in image processing, recogni-
tion, classification and retrieval. Conventional image similarity
measures are often limited to specific applications and cannot
be applied in general scenarios. The theory of Kolmogorov
complexity provides a universal framework for a generic sim-
ilarity metric based on information distance between objects.
Normalized Information Distance (NID) has been shown to be a
valid and universal distance metric applicable in measurement
of similarity of any two objects, and has been successfully
applied to a wide range of applications in the past. The difficulty
of NID lies in the non-computable nature of the Kolmogorov
complexity, and thus approximation has to be applied in practice.
Here we propose a perceptually-inspired Normalized Conditional
Compression Distance (NCCD) measure by using the Divisive
Normalization Transform (DNT) as a means to model the
non-linear behavior of the Human Visual System (HVS) in
reducing statistical dependencies of visual signals for efficient
representation, and show that this perceptual extension of NID
can be used in a wide range of image processing applications,
including texture classification and face recognition.

Index Terms—mage Similarity Measurement; Kolmogorov
complexity; Normalized Information Distance; Compression; Di-
visive Normalization; Classification; Recognition mage Similarity
Measurement; Kolmogorov complexity; Normalized Information
Distance; Compression; Divisive Normalization; Classification;
Recognition I

I. INTRODUCTION

Measuring the similarity between images is a fundamental
problem to many applications throughout the entire field of im-
age processing and machine vision. These applications include
analysis of texture, image classification, pattern recognition
and detection and tracking of objects. Conventional image
similarity measures are limited to specific applications, and the
existing “general-purpose” methods cannot be applied in many
scenarios. Image similarity measures have seen significant
progress in recent years [1]. For example the Structural Simi-
larity Index (SSIM) has been shown to perform much better in
predicting visual quality of images compared to traditional and
widely used measures such as Mean Squared Error (MSE) [2],
[3]. Despite its success in similarity and quality assessment of
images, SSIM is very sensitive to small geometric distortions
such as shifting, scaling, and rotation [4]–[6]. By contrast,
the human visual system (HVS) is very resilient towards this

type of distortions, and attempts to describe geometric changes
among similar images by finding the shortest description for
the change. This might be exemplified by an image of 8 × 8
checkerboard and another image of the same checkerboard but
with the black and white squares exchanged. The Human mind
quickly notices this change and finds the two image similar,
however many existing image similarity measurement methods
fail to recognize this similarity. When asked to describe the
difference between the two images, a simple description is usu-
ally given, i.e. to flip the color of all squares. The Kolmogorov
complexity measure targets at a more fundamental solution to
the problem. Given the first image, Kolmogorov complexity
looks for the shortest program to produce the second one on
a Universal Turing Machine (UTM), and flipping the bits in
the first checkerboard image is likely a good approximate of
the Kolmogorov complexity.

The theory of Kolmogorov complexity provides solid
groundwork to build a universal and generic distance metric
between objects which minorizes all metrics in its class. Nor-
malized Information Distance (NID) has been shown to be a
valid and universal distance metric applicable in measurement
of similarity of any two objects, and has been successfully
applied to a wide range of applications in the past [7]. The
difficulty in using this distance in practice lies in the non-
computable nature of Kolmogorov complexity.

Due to the fact that the notion of Kolmogorov complex-
ity treats all the bits in a program equally, all NID based
frameworks do not take into account the degree of perceptual
relevance of the information contained in the image. The HVS
on the other hand is adapted to match statistical properties of
natural stimuli [8]. It is hypothesized that the early sensory
systems remove redundancy in the stimuli which results in a
set of statistically independent neural responses [9]. In this
sense, it is necessary for HVS to filter visual stimuli, during
which the information in the stimuli signal is not treated
equally. In order to account for perceptual relevance of the bits
in the approximation of Kolmogorov complexity, a theoretical
decomposition of NID to perceptually relevant information and
residue was proposed [10]. The model is based on deriving a
vector of relevant information which can be used to reconstruct
a lossy representation of the image data. The method however



does not propose a practical framework for this decomposition,
and leaves the feature extraction and selection process to ad-
hoc, application specific algorithms.

A practically more useful technique in removing redun-
dancies in the stimuli signal is by using efficient coding
transforms. The advantage of using such models is to reduce
the perceptual and statistical dependence of stimuli and to
represent perceptually relevant information of the signal most
efficiently [9]. Among many nonlinear efficient coding trans-
forms, Divisive Normalization Transform (DNT) [9] has been
extensively studied in the past. It has been observed that this
simple normalization of elements by a weighted Minkowski
combination of its neighboring elements can significantly
reduce the dependencies among elements of natural image
[11].

In this study, we extend the NID framework by introducing
the concept of Divisive Normalization Transform (DNT) as
a model for the nonlinear behavior of the HVS in remov-
ing redundancies from the natural scene images based on
the efficient coding principle [8], [9]. The robustness and
simpilicity of the proposed perceptually inspired Normalized
Conditional Compression Distance (NCCD) framework allows
us to use this method in diverse applications such as image
classification, retrieval and recognition without the need to
train the algorithm on large datasets or set any domain-specific
parameters. We demonstrate the perceptual NCCD framework
to texture classification and face recognition problems, and
compare the results to existing compression based [12] and
sparsity based [13] similarity methods in the literature.

The goal in this study is to introduce a generic image sim-
ilarity measurement method which can be applied to various
scenarios such as image classification and clustering, face
recognition and retrieval. The experimental results reported
here focus on demonstrating the wide applicability of the
proposed method, which can be readily applied to new appli-
cation without adapting any domain specific knowledge and
without any training or parameter tuning process. Therefore,
the method is compared to similar information distance based
algorithms with generic applicability.

II. NORMALIZED CONDITIONAL COMPRESSION DISTANCE
(NCCD) FRAMEWORK

The Kolmogorov complexity [14] of an object is defined to
be the length of the shortest program that can produce that
object on a universal Turing machine and halt:

K(x) = min
p:U(p)=x

l(p), (1)

where K is the Kolmogorov complexity of the object x, and
l is the length of the program p which produces object x on
the Universal Turing Machine (UTM) U . In [7], the authors
assume the existence of a general decompressor that can be
used to decompress the presumably shortest program x∗ to the
desired object x.

The conditional Kolmogorov complexity of x relative to y
is denoted by K(x|y). An information distance between x

and y can then be defined as max{K(x|y),K(y|x)}, which
is the maximum of the length of the shortest program that
computes x from y and y from x. To convert it to a normalized
symmetric metric, an NID measure was introduced in [7]:

NID(x, y) =
max{K(x|y∗),K(y|x∗)}

max{K(x),K(y)}
. (2)

It was proved that NID is a valid distance metric that satisfies
the identity and symmetry axioms and the triangular inequality
[7].

The real-world application of NID is difficult because
Kolmogorov complexity is a non-computable quantity [14]. By
using the fact that K(xy) = K(y|x∗) + K(x) = K(x|y∗) +
K(y) (subject to a logarithmic term), and by approximating
Kolmogorov complexity K using a practical data compressor,
a Normalized Compression Distance (NCD) was proposed in
[7] as

NCD(x, y) =
C(xy)−min{C(x), C(y)}

max{C(x), C(y)}
, (3)

where C is any general-purpose data compressor, e.g. CALIC
[15]. NCD has been proved to be an effective approximation
of NID and achieves superior performance in certain appli-
cations such as the construction of phylogeny trees using
DNA sequences [7]. Nevertheless, when NCD was used to
quantify image similarities, it did not achieve the same level
of success. For example, it was reported in [16] that NCD
works well when parts are added or subtracted from an
image, but struggles when image variations involve form,
material and structure. We believe that one main reason is
the poor approximation of K(xy) using C(xy), which is
often implemented by applying a regular image compressor
to the concatenation of two images. For example, when an
image is a ninety-degree rotated copy of another, concatenating
two images would not facilitate any efficient compression. To
avoid this problem, we propose to approximate the conditional
Kolmogorov complexity in Eq. (2) directly by designing a
conditional image compressor denoted by CT , so that

K(y|x) ≈ CT (y|x) and K(x|y) ≈ CT (x|y) . (4)

This leads to an NCCD measure [17] given by

NCCD(x, y) =
max{CT (x|y), CT (y|x)}

max{C(x), C(y)}
. (5)

It remains to define the conditional compressor CT . Here
we propose a practical solution by making use of a set of
transformations that convert one image to another. Let {Ti|i =
1, · · · , N} be the set of transformations, let Ti(x) represent
the transformed image when applying the i-th transform to
image x, and let p(Ti, x) denote the parameters used in the
transformation. Each type of transformation is also associated
with a parameter compressor, and Cpi denotes the parameter
compressor of the i-th transformation. We can then define our
conditional compressor as

CT (y|x) = min
i
{C[y−Ti(x)]+Cpi [p(Ti, x)]+log2(N)}, (6)



where C remains to be a practical image compressor which
encodes the difference between y and the transformed image
Ti(x), and the log2(N) term computes the number of bits
required to encode the selection of one out of N potential
transformations.

The idea of finding the simplest transformation between
two images is sensible from the viewpoint of human visual
perception, for which it has long been hypothesis that the
biological visual system is an efficient coder of the visual
world [8]. For example, given two images that are rotated
copy of each other, our visual system would not interpret the
difference between them by directly differencing their intensity
values (which requires a large number of bits to encode the
residual), but by estimating the amount of rotation (which can
be coded very efficiently).

An advantage of NCCD (as opposed to NCD) is that it
provides a more flexible framework so that different types of
transformations can be included. The list of transformations
can also be incremental, in the sense that new transformations,
when available, can be easily added into the existing list,
and expanding the list always improves the approximation of
NCCD to NID. Of course, exhausting all possible transforma-
tions is practically impossible. However, by going through a
handful of transformations, it may be sufficient to appropri-
ately cover most image distortions encountered in real-world
applications.

III. IMPLEMENTATION OF DIVISIVE NORMALIZATION
TRANSFORM BASED NCCD

A. Divisive Normalization Transform and Perceptuality

Biological sensory systems are believed to have evolved to
match the statistical properties of natural stimuli, and efficient
coding principle provides a powerful explanation for such an
evolutionary optimization by asserting that sensory systems
represent information content of the stimuli subject to their
inherent limitations [9], [18]. Visual stimulus in this context
is any natural image that stimulates the optic nerve. The
stimuli information passes through the optics of the eyes
and is transmitted to the brain via the optic nerve using
electrical impulses, often referred to as action potentials or
signals. It is hypothesized that the signals in the visual system
form a neural code for efficiently representing the sensory
information [8]. In order to model this mechanism in the
mammalian visual cortex, a set of sensory transforms have
been proposed in the past, all of which attempt to reduce
statistical dependencies of stimuli signals for more efficient
signal transmission, representation, and processing [9]. The
most simple form of these transforms which was originally
proposed to model non-linearities in neurons of visual cortex
[19] is Divisive Normalization (DN). Divisive Normalization
is often modeled as dividing the value of a pixel divided by a
weighted average of values of adjacent pixels in spatial domain
which is directly corresponding to a neural response model
of HVS. Previous studies have shown that DN can reduce
statistical dependencies among sensory signals [9], [20], act as
a maximum likelihood estimator in noiseless data estimation

[21], and play an important role in general decision making
mechanism in context-dependent scenarios [22].

B. Novel Perceptual NCCD

Inspired by the redundancy reduction properties of divisive
normalization, we use an energy based form of DNT to
create a perceptually uniform conditional image in the spatial
domain. Assuming that the target image X is given in the
approximation of an upper bound for conditional Kolmogorov
complexity of the source image Y , we propose to normalize
the conditional image by the following local pooling map:

T0

√
1 +

σ2
x

C0
(7)

where T0 and C0 are constants and σ2
x is the local energy of

the given image computed using an 11× 11 sliding Gaussian
window with variance of 1.5. This normalization follows the
same logic as DNT in the spatial domain, and helps get
rid of the perceptual redundancies in the conditional image
and results in significant improvement in the compressed file
size and therefore complexity of the conditional image. Since
the image X is presumed to be available to the decoding
machine, the size of this divisive normalization map is not
required to be encoded in the approximation of conditional
Kolmogorov complexity. Furthermore, the proposed transform
can be considered as a lossy compression scheme, and with
the proper choice for C0 and T0, the resulting normalized
image can be used to reconstruct the original image with high
structural similarity with the original image.

Our current implementation of NCCD are as follows. First,
we adopt the content adaptive lossless image compression
algorithm (CALIC) [15] as the base image compressor, which
achieves superior performance when compared with state-
of-the-art algorithms. CALIC is employed in computing the
denominator of Eq. (5) as well as the first term in Eq. (6). Since
y−Ti(x) in Eq. (6) can generate negative values and CALIC
applies to grayscale images with positive intensity values only,
the mean intensity value of y − Ti(x) is shifted to mid-gray
level before the application of CALIC. Second, the types of
transformations involved in the computation of CT include:

1) Global contrast and luminance change. This is com-
puted by a point-wise intensity transformation defined
as s = α(r− r̄) + r̄+β, where r and s are the intensity
values before and after the transformation, respectively,
r̄ is the average value of r, and α and β are the
parameters that determine the degrees of contrast and
mean luminance changes, respectively. In a special case
when α = 1 and β = 0, it reduces to an identity transform,
i.e., T (x) = x.

2) Global Fourier power spectrum scaling. This transfor-
mation attempts to match two images by scaling the
power spectrum of one image in the Fourier transform
domain. Let X(ω) and Y (ω) be the Fourier transforms
of x and y, respectively. We first find the best linear
transform parameters p1 and p2, such that ‖|Y (ω)| −



(p1|X(ω)| + p2)‖2 is minimized. We then define the
transform T (x) as the inverse Fourier transform of
p1X(ω) + p2.

3) Global affine transform. This transformation tries to
match one image by applying a global affine transform
to another. The transformation can be encoded using
six parameters and covers a variety of image changes
including translation, scaling (zooming in or zooming
out), rotation, and shearing.

4) Local registration transformation. This is implemented
by aligning two images using the local affine and global
smooth registration [23].

Given a pair of images x and y for comparison, we attempt
all the above transformations from both x to y and y to x
(multiple transformations are also allowed). This is important
because the values of K(x|y) and K(y|x) can be drastically
different (and so do the values of CT (x|y) and CT (y|x)). For
example, converting the “Lena” image x to a blank image y
is easy (as y can be created by a very short program), but the
opposite is not. In finding the shortest program which converts
one image to another, all combinations of transformations in
the list must be accounted for. Since our list includes four
transformations, a total of sixteen combinations are tested.
Transformations are applied in the following order:

First global affine transform is used to globally align the
two image. In order to achieve this goal, a six parameter
affine matrix is found such that the SSIM value between
the transformed source image T0(X) and the target image Y
is maximized. In finding this transform, MATLAB’s Genetic
Algorithm Toolbox is used to find the global optimum to the
objective function. The optimum matrix is then applied to the
source image and its length is added to the required transform
parameters in Eq. (6).

Once the images are globally aligned, a locally affine,
globally smooth transform is applied to the source image.
Assuming fa and fb are local regions of the luminance channel
of the source and target images we have [23]:

cfa(x, y) + b = fb(m1x+m2y + tx,m3x+m4y + ty) (8)

where mi terms are affine parameters, and c and b are contrast
and luminance change parameters. Using this registration,
length of a two dimensional vector field of local geometric
transformations must be included in transform parameters:

−→v (x, y) =

(
m1x+m2y + tx − x
m3x+m4y + ty − y

)
. (9)

Global contrast and luminance change transform can be mod-
elled as a linear regression problem, where α and β are se-
lected to minimize mean squared error ‖Y −T0(x)‖2. Assum-
ing that the regression problem is formalized by T3(x) = LΓ,
we have Γ = (LTL)−1LTY , where:

Γ =

[
α
β

]
, L =

 (r1 − r̄) 1 + r̄
β

...
...

(rN − r̄) 1 + r̄
β

 , Y =

 y1

...
yN

 .
(10)

Global Fourier power spectrum scaling is modeled in a similar
way. Assuming T4(x) = F−1{p1X(ω)+p2}, and the objective
is to minimize ‖|Y (ω)| − (p1|X(ω)| + p2)‖2, we have P =
(XT

ωXω)−1XT
ω Yω , where:

P =

[
p1

p2

]
, Xw =

 |xω1
| 1

...
...

|xωN
| 1

 , Yw =

 |yω1
|

...
|yωN
|

 ,
(11)

and |xωi
| and |yωi

| are magnitudes of the Fourier coefficients
of the source and target images, respectively.

In order to approximate the conditional Kolmogorov com-
plexity K(Y |X), all sixteen combinations of the four trans-
formations in the list are tested. For each combination of
the transformations, a transformed image Ti(Y ) is created.
The target image X is then subtracted from the transformed
source image Ti(Y ), resulting in a difference image with a
dynamic range of [−127 : 127] which contains the conditional
information required to losslessly recover image Y if image
X is available to the decoder. The difference image is then
divided by the proposed map in Eq. (7) to remove the
redundancies among neighbouring pixels and transform it into
a perceptually uniform space. Finally the result is shifted by
a constant in gray level and quantized into integer numbers.
Figure 1 shows the process of deriving the final image which
we call ”Uniform image” is a perceptually compressed form
of the original image Y on the condition that image X is
available to the decoder.

A lossy reconstruction of the original image is possible from
the uniform image. The purpose of this reconstruction is to
demonstrate the visual information loss is under control. The
reconstruction quality of the uniform image depends on the
practical choice of parameters T0 and C0. Figure 2 shows
reconstruction examples of the sample image Y in Figure 1
for T0 = 2. It is evident that as the choice of the parameter C0

can greatly affect the visual quality of the reconstructed image,
and as C0 increases the SSIM between the reconstructed image
and the original image increases. The optimum values for these
parameters are tuned using small datasets. In this paper, we
select T0 = 2 and C0 = 0.1 in our simulations.

IV. APPLICATIONS

Here we demonstrate NCCD through real-world image
classification and recognition problems. It is worth noting that
NCCD is applied as a generic image similarity measure. Un-
like many other image classification and recognition methods,
the NCCD measure does not require any domain adaptation,
and does not need any training using application specific
samples. In this section, NCCD’s performance is tested against
the domain-specific texture classification and face recognition
datasets.

A. Texture Classification

We apply NCCD to a variety of texture datasets commonly
used in literature and compare our results to those of two
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Fig. 1: Deriving the uniform image.

Fig. 2: Reconstruction of the encoded source image for various C0 values.

Fig. 3: Texture clustering using NCCD.

compression based distance methods. In the first step, we
classify two small datasets of images of various sizes and
colors. Figure 3 shows the result of clustering the Heraldic

Shields and the Butterflies [12] dataset. Both datasets contain
12 images of different sizes, which are hierarchically clustered
according to their similarity in texture using the linkage
method. It can be observed that the clustering is consistent
with human intuition in both scenarios. In order to compare the
performance of NCCD with other compression based distance
methods, we perform leave-one-out classification experiments
on a number of datasets used in [12]. The classification reuslts
on these datasets are then compared to those of CK-1 distance
[12], which uses a compression distance based on MPEG-I
video encoder to capture texture similarity, and a compression
distance called Sparsity Based Compression which uses spar-
sity as a measure of compression, and a sparse representation-
based approach to encode the information content of an image
using information of another image introduced in [13]. A brief
introduction of these datasets is presented in the following.
Tire Treads is a collection of tire tracks, and contains 48
images of 3 tires rolled in 16 different directions [12].
Brodatz Texture is a collection of 1, 792 man-made and nat-
ural texture images digitalized from a reference photographic
album for designers [24].
Camouflage is a collection of 80 random orientations of 9
modern US military camouflage [12].
VTT Wood is a collection of 200 images of wood which are
classified into two subset of healthy and defective woods with
40 types of wood defects [25].



VisTex is a collection of homogeneous texture images and
texture scenes created by MIT Vision and Texture Group,
which do not conform to rigid frontal plane perspectives and
studio lighting conditions [26].

In leave-one-out cross validation scheme, a query image
is selected from the dataset and all images in the dataset are
ranked based on their distance to the query image in ascending
order. The first K images are used to develop a hypothesis
about the type of the query image. The hypothesis is then
checked, and the performance of the classification method is
defined as the ratio of correctly classified images to the total
number of the images in the dataset. In each case the first
image in the results is the same as the query image, and
the following images are the closest images in distance to
the query image. The results for classification of the above
datasets using NCD, NCCD, CK-1 as well as Sparsity Based
Compression (SBC) distance method proposed in [13], are
provided in Table I, where we use leave-one-out scheme and
1-Nearest Neighbor framework in order to create comparable
results to those provided in [13]. It can be observed that the
performance of NCCD is comparable to, or better than existing
state-of-the-art compression based classification methods.

B. Face Recognition

We also test the proposed NCCD framework for face
recognition on two of the widely cited databases in the
literature. Many algorithms and databases have been developed
which report success in recognizing faces under different
illumination, pose and occlusion conditions.

We apply the distance to AT&T [27] and Yale [28] face
datasets, and compare our results to those of CK-1 [12] and
SBC [13] compression distances. AT&T [27] dataset consists
of images of 40 individuals in 10 different poses, taken under
different illumination conditions and facial expressions and
details. Yale face dataset [28] contains 165 grayscale images
in GIF format of 15 individuals. There are 11 images per
subject, one per different facial expression or configuration:
center-light, w/glasses, happy, left-light, w/no glasses, normal,
right-light, sad, sleepy, surprised, and wink. Figure 4 shows
examples of image retrieval in AT&T dataset. To create this
figure, the NCCD among the query image and all images in
the dataset is computed, and images in the dataset are ranked
according to their mutual NCCD score with the query image in
ascending order. Note that in cases where NCCD fails to find
a match of the same face in a different position, the retrieved
image has a visual resemblance to the query image. For
instance, if the person in the query image is wearing glasses,
the first ten faces retrieved from the dataset are also wearing
glasses. It is evident that NCCD is capable of distinguishing
individual faces with different facial expressions in the pres-
ence of occlusions such as glasses. Similar to [13], we test the
NCCD framework by measuring its clustering performance on
AT&T and Yale face datasets. For each image in the dataset,
a distance vector is created based on NCCD among the image
and all other images in the dataset. These vectors are then
inserted into the rows of a N × N NCCD matrix, and the

matrix is used by a standard spectral clustering algorithm [30]
to create a vector of cluster labels. The labels are then used
to predict the accuracy of the framework using Hungarian
algorithm [31]. Table II shows the results of clustering AT&T
and Yale face datasets using NCCD compared to CK-1 and
SBC as reported in [13].

V. COMPUTATIONAL COMPLEXITY

The proposed implementation of the NCCD framework
requires approximately 20 seconds to find the distance among
a pair of 128×128 images on a core-i3 Intel processor. Most of
this time is taken by computing the sixteen transformations, in-
cluding global and local affine transforms. Table III compares
computational complexity of the NCCD framework with those
of CK-1 [12], SBC [13], and SSIM [3], where computation
time of the algorithms are measured by the same pair of 128
× 128 images.

VI. ABLATION TEST

In order to quantify the effects of the DNT and each of
the transformation in perceptual NCCD framework we devise
an ablation test, where each of these features are removed
from the framework, and the performance is calculated on all
datasets without that particular feature. Table IV shows the
performance of NCCD framework with each of the features
removed, where NCCD-1 is perceptual NCCD framework
without the Divisive Normalization Transform (DNT), NCCD-
2 is the framework without Global contrast and luminance
change transformation, NCCD-3 is the framework without
Global Fourier power spectrum scaling, NCCD-4 is the frame-
work without Global affine transform, and NCCD-5 is the
framework without Local registration transformation.

It can be inferred from IV that the DNT has a key role in
performance of the NCCD framework. It can also be observed
that each of the other transformations play an important
role for applicable scenarios. For example, while the Global
contrast and luminance change transform play an important
role in the performance of the framework in Tire tracks [12],
and VVT Wood [25] datasets where many of the images are
rotated versions of each other, it has less importance in the
performance of the framework for face recognition datasets
such as AT&T [27] and Yale [28]. It is also notable that
in such datasets, transformations such as Local registration
transformation, and Global Fourier power spectrum scaling
play a more important role.

VII. CONCLUSION

This work aims to develop a generic perceptual image
similarity measure based upon the theoretic groundwork of
Kolmogorov complexity and the NID metric. The most im-
portant contribution of this paper is to propose a practical
framework of NCCD for the approximation of NID, and use
Divisive Normalization Transform (DNT) as a nonlinear model
to remove statistical redundancies among natural images in
finding perceptually relevant information content of the image.
The proposed framework is flexible and expandable to include



TABLE I: Classification performance of various datasets using NCD [29], NCCD, CK-1 [12], and SBC [13]

Dataset NCD [29] (%) NCCD (%) CK-1 (%) [12] SBC(%) [13]
Brodatz [24] 1.2 73.2 54.0 76.2

Camouflage [12] 1.6 81.9 87.5 87.0
Tire tracks [12] 0.8 93.8 79.2 79.2
VTT Wood [25] 0.9 91.9 80.5 85.2

VisTex [26] 1.3 39.3 32.9 N/A

Query Image Result Images

Fig. 4: Image retrieval in AT&T Face Database [27]. For each row, the left-most is the query image, and the rest are retrieved
images of the least NCCD distance in ascending order.

TABLE II: Clustering performance of AT&T and Yale face datasets using NCD [29], NCCD, CK-1 [12], and SBC [13]

Dataset NCD [29] (%) NCCD (%) CK-1 (%) [12] SBC(%) [13]
AT&T [27] 10.1 82.8 76.5 81.6
Yale [28] 8.3 73.1 64.1 65.9

TABLE III: Computational complexity of NCCD, CK-1 [12], SBC [13], and SSIM [3] for a pair of 128 × 128 images

Algorithm NCCD CK-1 [12] SBC [13] SSIM [3]
Time (Seconds) 20.6 8.1 11.9 0.8

TABLE IV: Ablation test

Dataset NCCD-1 (%) NCCD-2 (%) NCCD-3 (%) NCCD-4 (%) NCCD-5 (%)
Brodatz [24] 24.2 54.3 49.2 18.9 53.1

Camouflage [12] 17.3 60.9 62.1 14.3 59.8
Tire tracks [12] 21.9 52.1 40.0 20.4 65.9
VTT Wood [25] 20.1 63.8 65.9 16.5 67.9

VisTex [26] 19.1 70.2 59.0 15.1 69.1
AT&T [27] 14.7 32.8 42.2 60.1 33.1
Yale [28] 18.2 28.9 48.9 64.0 40.2

any image transformations that may help find the shortest
description that converts one image to another and vice versa.
Experimental results show that the proposed method, without
domain adaptation and without training, is competitive against
state-of-the-art compression and sparsity based image distance

measures in several texture classification and face recognition
tests.
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