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ABSTRACT a great deal of effort has been made to develop new ob-

. . . ctive image/video quality metrics that incorporate percep-
Human observers can easily assess the quality of a distorte . L ,
. . - o ual quality measures by considering Human Visual System
image without examining the original image as a reference.

By contrast, designing objective No-Reference (NR) quality (HVS) characteristics [1] .[4]' .
. ) o Most of the proposed image quality assessment approa-
measurement algorithms is a very difficult task. Currently, . o ;
. X . . ches require the original image as a reference. Interestingly,
NR quality assessment is feasible only when prior knowl- . : .
. . 2 ; human observers can easily assess the quality of distorted
edge about the types of image distortion is available.

. . . images without using any reference image. By contrast, de-
This research aims to develop NR quality measurement g g any ge. By

algorithms for JPEG compressed images. First, we estab—Slgnlng objective No-Reference (NR) quality measurement

lished a JPEG image database and subjective experimentaIgonthms is a very difficult task. This is mainly due to the

were conducted on the database. We show that Peak Signaér;ét;?vg?\?s rshag:gmgszfeg;%;:{[sié ?:;jsilélle’:s gnelhe\\llviirt]h;te
to-Noise Ratio (PSNR), which requires the reference im- q Y y

: o S : prior knowledge about the image distortion types is avail-
ages, is a poor indicator of subjective quality. Therefore, S
. ) able. Although only a limited number of methods have been
tuning an NR measurement model towards PSNR is not an

. : o . . proposed in the literature [5]-[9] for objective NR quality
appropriate approach in designing NR quality metrics. Fur- ; : .
- .~ assessment, this topic has attracted a great deal of attention
thermore, we propose a computational and memory efficient

NR quality assessment model for JPEG images. Subjectiver\e/((:geggy'htt': (?/r/mn:/plg, g]r;c\ggsge?suﬁg);tizzgﬁzitric())l;p
test results are used to train the model, which achieves gooo( NP Vaeg.

quality prediction performance. A Matlab implementation of NR and Reduced-Reference (RR) video quality assess-

of the proposed method is availabléht://anchovy.ece.ute ment methods as one of its future working directions, where

xas.edu zwang/researchiipeq qualityfindex htm the major source of distortion under consideration is block
' 9 94 y ' DCT-based video compression.

The purpose of this research is to develop objective NR
1. INTRODUCTION quality assessment algorithms for JPEG compressed images.
Such algorithms must have the capability to effectively pre-
Inrecent years, there has been an increasing need to develogict perceived JPEG image quality. We consider blurring
objective measurement techniques that can predict imageand blocking as the most significant artifacts generated dur-
Ivideo quality automatically. Such methods can have var- ing the JPEG compression process. An efficient way is pro-
ious applications. First, they can be usedmonitor im- posed to extract features that can be used to reflect the rela-
age/video quality for quality control systems. Second, they tive magnitudes of these artifacts. The extracted features are
can be employed thenchmarkmage/video processing sys- combined to constitute a quality prediction model. Subjec-
tems and algorithms. Third, they can also be embeddediive experimental results on JPEG compressed images are
into image/video processing systemsfiimizealgorithms  ysed to train the model, which achieves very good quality
and parameter settings. The most widely used objective im-prediction performance.
age quality/distortion metrics are Peak Signal-to-Nose Ra-
tio (PSNR) and Mean Squared Error (MSE), but they are
widely criticized as well for not correlating well with per-

ceived quality measurement. In the past three to four decade§he subjective test was conducted on 8 bits/pixel gray level

This research was supported in part by Texas Instruments, Inc., and bylMages. Thgr? are 120 test im_ages inthe databa_s?- Thi_rty of
the State of Texas Advanced Technology Program (ATP). them are original images, which are randomly divided into

2. SUBJECTIVE EXPERIMENTS




Fig. 1. Group | images. Fig. 2. Group Il images.

) . ) 3. OBJECTIVE NR QUALITY ASSESSMENT
two groups with 15 images in each group. The two groups

of images are shown in Figs. 1 and 2, respectively. The restJPEG is a block DCT-based lossy image coding technique.
of the testimages are JPEG-compressed using the “imwrite”|t is lossy because of the quantization operation applied to
routine in the Matlab image processing toolbox. The quality the DCT coefficients in eachx 8 coding block. Both blur-
factors are selected randomly between 5 and 100, and theing and blocking artifacts may be created during quantiza-
resulting bit rates range from 0.2 to 1.7 bits/pixel. Fifty- tion. The blurring effect is mainly due to the loss of high
three subjects were shown the database; most of them wergrequency DCT coefficients, which smoothes the image sig-
college students. The subjects were asked to assign eachal within each block. Blocking effect occurs due to the dis-
image a quality score between 1 and 10 (10 represents theontinuity at block boundaries, which is generated because
best quality and 1 the worst). The 53 scores of each imagethe quantization in JPEG is block-based and the blocks are
were averaged to a final Mean Opinion Score (MOS) of the quantized independently.
image. One effective way to examine both the blurring and blo-
Although the purpose of this research is to develop NR cking effects is to transform the signal into the frequency
objective image quality assessment methods and the calcudomain [6]. We denote the test image signakés:, n) for
lation of PSNR requires the reference images, it is interest-m € [1, M] andn € [1,N], and calculate a differencing
ing to see how the PSNR measurements correlate with thesignal along each horizontal line:
MOS values because PSNR is widely used in various im- dn(m,n) = 2(m,n+1) —z(m,n), ne[1,N—1]. (1)
age processing applications, and has been employed as a
reference model to evaluate the effectiveness of other ob-Let f,,,(n) = |dn(m,n)| be a 1-D horizontal signal for a
jective image/video quality assessment approaches [1], [9].fixed value ofm. If we compute the power spectrum of
The PSNR results versus MOSs of the JPEG-compressed',,(n) form = 1,---, M, and average them together, then
test images are shown in Fig. 3, where each sample pointwe obtain a power spectrum estimatiBp(l) exemplified in
represents one testimage. It can be observed that PSNR pefig. 4, where the blocking effect can be easily identified by
forms poorly in predicting subjective image quality. Thisis the peaks at the feature frequencies (1/8, 2/8, 3/8, and 4/8)
reflected by the correlation coefficient between PSNR andand the blurring effect is also characterized by the energy
MOS, which is only 0.3267. Although it is often believed shifting from high frequency to low frequency bands. A dis-
that PSNR is an acceptable quality measure for high-qualityadvantage of the frequency domain method is the involve-
(high bit rate) compressed images, its visual quality predic- ment of the Fast Fourier Transform (FFT) [6], which has to
tion ability degrades significantly when applied to images be calculated many times for each image, and is therefore
with a wide range of compression ratios as in our current expensive. FFT also requires more storage space because it
test. Therefore, tuning an NR measurement model towardscannot be computed locally.
PSNR as in [9] is not an appropriate approach in designing  In this paper, we attempt to design a computationally in-
NR quality metrics. expensive and memory efficient feature extraction method.
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Fig. 5. Model prediction results using Group | images as
the training images.
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The second activity measure is the zero-crossing (ZC) rate.
We define fom € [1, N — 2],

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5

Frequency (N) | 1 horizontal ZC at dp(m,n)
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Fig. 4. Power spectrum comparison of the original and ) .
JPEG compressed “Lena” images. The horizontal ZC rate then can be estimated as:
M N-2
The features are calculated horizontally and then vertically. Zn = Z_; Z_:l zn(m;n) ()
First, the blockiness is estimated as the average differences T
across block boundaries: Using similar methods, we calculate the the vertical features
M OLN/S|-1 of B,, A,,andZ,. Finally, the overall features are given by:
By = dn(i,85)] (2 B, + B Ap+ A Zn+ 2
N/8 Z Z | B:%,A:%,Z=$. (6)

Second, we estimate the activity of the image signal. Al- There are many different ways to combine the features to
though blurring is difficult to be evaluated without the ref- constitute a quality assessment model. One method we find
erence image, it causes the reduction of signal activity, andthat gives good prediction performance is given by
combining the blockiness and activity measures gives more

insight into the relative blur in the image. The activity is S=a+pBBMA”?Z", (7)
measured using two factors. The first is the average abso-

lute difference between in-block image samples: wherea, 3, 71, 72, andys; are the model parameters that

must be estimated with the subjective test data. The non-

1 g I N—1 linear regression routine “nlinfit” in the Matlab statistics
A, = Ry Z |dn (i, 5)| — B, (3) Foolbox is used to find the best parameter; for (7). It is
(N-1) =~ j=1 important that the model is not overtrained, in which case,
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Fig. 6. Model prediction results using Group Il images as Fig. 7. Model prediction results using both groups of im-

the training images.

although very good fitting is obtained for the training data,
the model’s generalization ability is affected. Therefore, we
use different groups of images as the training images. The
results shown in Figs. 5, 6 and 7 are obtained using Group |
(Fig. 1), Group Il (Fig. 2), and both groups of images as the
training images, respectively. The model performs well in [2]
all three tests, which implies that the model is robust. This

is confirmed by Table 1, where the Root Mean Squared er-
ror (RMS) between the model prediction score and MOS

is given. The parameters obtained with all test images arel3l

a = —245.9, 8 = 261.9, v = —0.0240, ~» = 0.0160, and
~v3 = 0.0064, respectively.

4. CONCLUSIONS

We demonstrate a novel NR perceptual quality assessmen|s]
scheme for JPEG compressed images. Subjective experi-
ments were conducted to evaluate the quality of JPEG com-
pressed images. The features described in the paper effec-
tively capture the artifacts introduced by JPEG, and the non-[6

linear fitting gives good agreement with MOS scores.

The method is computationally efficient since no com-

ages as the training images.
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