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ABSTRACT

We describe a framework for quantifying color image distortion based on an adaptive signal decomposition. Specifically, local blocks of the image error are decomposed using a set of spatio-chromatic basis functions that are adapted to the spatial and color structure of the original image. The adaptive functions are chosen to isolate specific distortions such as luminance, hue, and saturation changes. These adaptive basis functions are used to augment a generic orthonormal basis, and the overall distortion is computed from the weighted sum of the coefficients of the resulting overcomplete decomposition, with smaller weights chosen for the adaptive terms. A set of preliminary experiments show that the proposed distortion measure is consistent with human perception of color images subjected to a variety of different common distortions. The framework may be easily extended to include any form of continuous spatio-chromatic distortion.

Index Terms— color image quality assessment, adaptive signal decomposition

1. INTRODUCTION

A perceptually accurate measure of color image distortion would be useful in many real-world applications. Examples include evaluating the quality of color prints and the effects of gamut mapping in printers, and assessing the performance of algorithms for color image restoration, compression, transmission, white balance correction, and demosaicing.

The simplest and most widely used distortion measure is the mean squared error (MSE). But the average of MSE values computed independently across three color channels does not correlate well with human color perception [1]. This is partly due to the fact that the RGB space used by most imaging devices is not well matched to the color sensitivities of the human visual system. There is an extensive literature on the perception of color, from both scientific and engineering perspectives, that describes color spaces that are more compatible with human perception than RGB. At present, the most widely used of these is the CIELAB space, which is optimized for quantifying perceived color differences of large uniform targets [2].

A distortion measure based on MSE in CIELAB space can perform better than in the original RGB space, but still offers a poor description of human perception, primarily because it does not take into account human sensitivities to spatial structure. The spatial CIELAB (S-CIELAB) metric [3] corrects this by incorporating spatial contrast sensitivity weighting into each of the CIELAB color bands, and provides good predictions of human performance in detecting distortions in halftone color images [1, 4]. There have also been attempts to extend other spatial-domain error measures by applying them to individual color channels and combining the results. For example, the structural similarity (SSIM) approach [5] has been shown to produce reasonable results when averaged over the channels in transformed color spaces [6, 7].

Despite the successes of these recent attempts, it seems clear that there is room for improvement. In particular, these methods treat errors in the three color channels independently, and despite evidence that humans exhibit such separability when tested with square-wave stimuli [8] there are situations in which distortions can simultaneously affect several color channels. An example is a reduction in saturation, in which all three color channels are affected simultaneously, and in different ways. In this paper, we propose a novel approach for quantifying color image distortion based on an adaptive local spatio-chromatic signal decomposition. The methodology is based on a previously-developed adaptive linear system framework [9], in which signal-adaptive basis functions are used to separate “non-structural” image distortions (those that do not affect the perception of the structures of the objects in a visual scene) from the remaining structural distortions. We develop spatio-chromatic adaptive basis functions to capture changes in luminance, saturation, and hue, and show a set of simple examples demonstrating that a distortion measure based on these provides a better match to human perception than S-CIELAB or color-extended SSIM.

2. ADAPTIVE BASIS FRAMEWORK

We begin with a brief overview of the adaptive basis framework for grayscale image quality assessment developed in [9]. It is perhaps easier to appreciate the intuition behind this framework by considering the distortion of an original image \( x_1 \) in two dimensions as shown in Fig. 1. The two axes could be, for example, the grayscale values of two neighboring pixels. An iso-quality contour around the reference vector \( x_1 \) is a set of points in this space that represent distorted versions of \( x_1 \) with the same visual quality. For example, if human vision were well described by mean squared error, the iso-quality contours would be circles, as illustrated in the Fig. 1.

The fundamental philosophy of the adaptive basis framework is that there are certain directions that are less sensitive to distortions than others, and that \textit{these directions generally depend on the original image}. As a simple example, consider scaling the vector \( x \) such that the distorted vector is \( y = ax \). If \( x \) corresponds to an image, this might arise from an increase or decrease in the ambient illumination. The human visual system discounts these small changes in illumination (even when they are visible, they are far less objectionable than changes that distort the spatial pattern of intensities, such as additive white noise). Thus we can modify the iso-quality circle...
around $x_1$ to allow more distortion along the direction of $x$ than in a direction perpendicular to $x$, as shown by the ellipse in Fig. 1.

Modifying the shape of the iso-quality circle by asserting that certain axes in the image space are visually more relevant is embedded in ideas such as the use of the contrast sensitivity function in several image compression algorithms. However, what makes the adaptive basis framework different is that the direction and the shape of the iso-quality ellipse changes depending on the direction of the reference vector, as can be seen by comparing the iso-quality contours for the points $x_1$ and $x_2$. The art of the adaptive basis framework lies in defining these special directions and the relative scaling of the iso-quality surface along them. By doing so, we define an adaptive subspace in which the errors are visually less objectionable. Signal-dependent modification of the iso-quality ellipse can also be found in other quality metrics [5, 10].

We can quantify the adaptive basis distortion measure using standard linear algebraic methods [9]. Given a reference signal, $x$ and a distorted version, $y$, we write the error, $y - x$, as a weighted sum over a set of basis functions:

$$y - x = L(x)c = c_1l_1 + c_2l_2 + ...$$

where $L(x)$ represents a matrix whose columns contain the basis functions $l_k$. The matrix is divided into two sub-matrices $L(x) = [A(x) | B]$, where $A(x)$ represents the collection of adaptive basis vectors that depend on $x$. For example, the adaptive basis that discounts for the illumination change in Fig. 1 is simply the vector $x$. The matrix $B$ contains a set of fixed orthogonal basis vectors spanning the space of the input vector. The distortion measure is now defined as a function of the coefficients, $c$. In particular,

$$D(x, y) = \min_{c : L(x)c = y - x} \|Wc\|^2$$

where $W$ is a diagonal weight matrix, which can be used to define the shape of the iso-quality ellipse. Since $L(x)$ is overcomplete, solving for the coefficients, $c$, is a least squares optimization problem. The total distortion can be shown to be

$$D(x, y) = \left\|W^{-1}L(x)^T \left( L(x)W^{-2}L(x)^T \right)^{-1} (y - x) \right\|^2$$

Efficient implementations of (3) are discussed in [9].

This framework is related to methods that use a function $f(\cdot)$ to transform the reference and distorted images to a perceptual domain, where distortion is measured as $\|f(x) - f(y)\|^2$ [11]. Using a Taylor series approximation, the Jacobian of $f(\cdot)$ can be shown to produce signal-dependent basis vectors for analyzing the error image [10]. In these approaches, $f(\cdot)$ is usually designed using physiological [11] or psychophysical models of human vision [2, 10]. In contrast, our adaptive basis vectors are based on assumptions about the visual system’s invariance to changes in imaging/viewing conditions.

### 3. Color Adaptive Basis

In this section, we describe our choice of the adaptive and fixed basis functions for measuring color distortions. We hypothesize that human judgments of image quality are relatively insensitive to small changes in the viewing or imaging conditions. For example, a slight decrease or increase in the illumination level, even if visible, does not cause a noticeable degradation in the appearance of the image. Similarly slight shifts in the spectral properties of the illuminant, or in the saturation of colors is likely to be discounted by the human visual system when evaluating the quality of color images. Finally, as suggested by the so-called MacAdam ellipses [12], minor hue changes are discounted as well. Accordingly, we have developed six adaptive basis functions to reflect these color features. Consider a reference image, $x$, of size $N$ pixels in the RGB space consisting of a red channel $r = [r_1...r_N]$, a green channel, $g = [g_1...g_N]$, and a blue channel, $b = [b_1...b_N]$. The six adaptive basis are:

- **Red, Green, & Blue:** The column vectors $a_1 = [r_1 0 0 r_2 0 0 ...r_N 0 0]^T$, $a_2 = [0 g_1 0 0 g_2 0 ...0 g_N 0]^T$, and $a_3 = [0 0 b_1 0 0 b_2 ...0 0 b_N]^T$, each of length $3N$ are used to account for changes in the white balance of an image or changes in the spectrum of the illuminant.
- **Luminance:** Define the luminance at pixel $k$ to be $l_k = (r_k + g_k + b_k)/3$. The basis $a_4 = [l_1 l_1 l_2 l_2 l_3 ...l_N l_N]^T$ is used to account for small changes to the luminance.
- **Chroma:** The basis $a_5 = x - a_4$ captures changes in chroma. It is easy to visualize this vector in the HSV color space.
- **Hue:** In the HSV space, hue is measured as a circular variable in a plane that contains the chroma vector and is normal to the luminance vector. We use a linear approximation and define the hue adaptive basis, $h_k$, for a pixel location, $k$, as the cross product between, the chroma and the luminance of that pixel. The adaptive basis is defined as the vector $a_6 = [h_1 h_2 ...h_N]^T$.

The six column vectors are rescaled to have unit norm, and combined to form the matrix $A = [a_1 a_2 a_3 a_4 a_5 a_6]$. We then used the identity basis of size $3N \times 3N$ for the fixed non-adaptive basis, $B$. The weight matrices, $W_A$ and $W_B$ associated with adaptive and fixed basis vectors respectively, control the relative amount of energy captured by that basis. Here, we assumed a fixed weight of 0.1 for all the adaptive basis except the hue, $a_6$, which was assigned a weight of 0.5. This is based on our intuition that changes in hue are more noticeable than changes in the other adaptive basis directions. The weights for the fixed basis functions were set to unity.

For our analysis, we compute the distortion metrics locally. Given an original image, $x$ and a distorted image, $y$, we extract a $3 \times 3$ window at each spatial location from the original image to create the basis functions, $L(x)$. The error vector, $y - x = [\Delta r_1 \Delta g_1 \Delta b_1 ... \Delta r_N \Delta g_N \Delta b_N]^T$ at the corresponding location is then analyzed to compute a local distortion value according to (3). This results in a distortion map across the entire image, which is then averaged to report an overall distortion value.

### 4. Results

Although there exist color image databases such as the UTEXAS LIVE (http://live.ece.utexas.edu/research/quality/) and Cornell A57...
Fig. 2. Examples of distortions to the ‘Peppers’ image. The left column shows distortions that do not interfere with local image structures. The right column shows distortions that can interfere with local image structures. Distortion values for various metrics are shown in Table 1.
thus predicts a good quality for this distorted image.

5. CONCLUSION

We developed a new form of color image quality metric based on the adaptive basis framework of [9] and showed that the framework is effective at discounting distortions corresponding to naturally occurring changes in viewing or illumination conditions, while still being able to capture other distortions such as blurring, noise, and compression artifacts. The framework is quite flexible: the basis functions at each spatial location can be any function (linear or nonlinear) of the reference image at that location. But at the same time, once the basis has been computed from the reference image, the framework provides a quadratic error metric that allows for easy optimization. We expect this will prove invaluable when using this metric as an objective function for optimizing image processing applications such as denoising or compression.

The examples shown here serve as an initial demonstration of the feasibility of the method, but there is much room for refinement in the choice of basis functions and weights. Incorporating other adaptive basis directions is as easy as adding the appropriate signal dependent basis function to the matrix, \( A(x) \) in (1). We envision adding bases to account for spatio-chromatic distortions that occur naturally as a result of changes in lighting or viewpoint, under the assumption that the human visual system is designed to discount these changes [5]. The non-adaptive basis could be replaced by Fourier or wavelet type basis functions, and the associated weights could be set to reflect the contrast sensitivity behavior of the human visual system. By using fixed weights, \( W \), and unit norm vectors in \( L(x) \), the iso-quality ellipse is constrained to be a fixed size. We are currently developing a simple protocol for estimating the adaptive weights from perceptual measurements. We are also working to develop a multiscale framework for adaptive bases that allows for coarse-to-fine refinement in image distortion analysis.
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<table>
<thead>
<tr>
<th></th>
<th>MSE</th>
<th>SSIM</th>
<th>S-CIELAB</th>
<th>( D(A, B) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original</td>
<td>0</td>
<td>1.000</td>
<td>0.00</td>
<td>0.00 (0.00, 0.00)</td>
</tr>
<tr>
<td>Luminance</td>
<td>200</td>
<td>0.983</td>
<td>11.66</td>
<td>1.60 (1.59, 0.01)</td>
</tr>
<tr>
<td>White Balance</td>
<td>201</td>
<td>0.972</td>
<td>12.93</td>
<td>1.33 (1.31,0.02)</td>
</tr>
<tr>
<td>Chroma</td>
<td>203</td>
<td>0.921</td>
<td>5.99</td>
<td>0.68 (0.55, 0.12)</td>
</tr>
<tr>
<td>Hue</td>
<td>211</td>
<td>0.892</td>
<td>8.84</td>
<td>3.88 (1.31, 2.57)</td>
</tr>
<tr>
<td>Gamut</td>
<td>289</td>
<td>0.879</td>
<td>13.01</td>
<td>4.56 (1.86, 2.70)</td>
</tr>
<tr>
<td>Large White Balance</td>
<td>1129</td>
<td>0.908</td>
<td>25.26</td>
<td>8.31 (8.24, 0.07)</td>
</tr>
<tr>
<td>White Noise</td>
<td>199</td>
<td>0.558</td>
<td>2.72</td>
<td>39.72 (0.42, 39.31)</td>
</tr>
<tr>
<td>JPEG2000</td>
<td>194</td>
<td>0.733</td>
<td>6.26</td>
<td>59.95 (2.21, 57.74)</td>
</tr>
<tr>
<td>JPEG</td>
<td>206</td>
<td>0.720</td>
<td>6.14</td>
<td>61.95 (1.97, 59.98)</td>
</tr>
<tr>
<td>Blur</td>
<td>200</td>
<td>0.768</td>
<td>4.49</td>
<td>68.27 (2.91, 65.37)</td>
</tr>
</tbody>
</table>

Table 1. Distortion values for the images in Fig. 2 using various image quality metrics. The rightmost column shows the error captured by our method with the error captured by the adaptive and fixed part shown in parenthesis. The rows are approximately ordered according to decreasing visual quality in Fig. 2.